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Abstract. In this paper we investigate the maximum message throughput of the
ActiveMQ server in different application scenarios. We use this thipugas a
performance criterion. It depends heavily on the installed filters anthdssage
replication grade. In previous work, we have presented measuteaseris and

an analytical model for simple filters. This work extends these studiesdswa
more complex configuration options. It provides measurement resudtanalyt-

ical performance models for complex AND-, OR-, and IN-filters. Tésults are
useful to understand the performance of JMS servers and help tosiondarge
distributed JIMS-based systems.

1 Introduction

The Java Messaging Service (JMS) is a communication midadkefor distributed soft-
ware components. It is an elegant solution to make largevaoétprojects feasible and
future-proof by a unified communication interface which &fided by the JMS API
provided by Sun Microsystems [1]. A salient feature of IM$hiat applications can
communicate with each other without knowing their commatian partners as long
as they agree on a uniform message format. Information geosipublish messages
to the JMS server and information consumers subscribe taindypes of messages
at the JMS server to receive a certain subset of these masddge is known as the
publish/subscribe principle.

In the non-durable and persistent mode, JMS servers efficidaliver messages
reliably to subscribers that are presently online. Theeefthey are suitable as back-
bone solution for large-scale realtime communication lkeetnwloosely coupled software
components. For example, some user devices may providermeinformation to the
JMS. Other users can subscribe to certain message typeshe gresence informa-
tion of their friends’ devices. For such a scenario, a higtiggenance routing platform
needs filter capabilities and a high capacity to be scalabéelarge number of users.
In particular, the throughput capacity of the JMS serveusthoot suffer from a large
number of clients or filters.

This work was funded by Siemens AG, Munich. The authors alone amonsible for the
content of the paper.
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In previous work we have measured and modelled the messegegtiput of the
ActiveMQ server depending on the number of installed sinfilers n;, and the
replication grade- of the messages. OR- and AND-filters are more complex as they
may have different numbers of filter components. We alsorebsethat the message
throughput of the server decreases significantly with areesing length of these com-
plex filters. In this paper, we design suitable experimenieseperform a large number
of measurements, and extend the previously found model&r tioe server behavior in
the presence of complex filters. The formula is still simpid aan be used by engineers
to predict the server performance for special use cases.

The paper is organized as follows. In Section 2 we present Bh&scs that are
important for our study and consider related work. In SecBowe explain our test
environment and measurement methodology. Section 4 destie experiment design,
shows measurement results, and Section 5 proposes a motted farocessing time of
a simple message depending on the server configuration &ddtes it by the obtained
measurement data. Finally, we summarize our work in Seétion

2 Background
In this section we describe the Java messaging service (MBJliscuss related work.

2.1 The Java Messaging Service

Messaging facilitates the communication between remditgvare components. The
Java Messaging Service (JMS) is one possible standardsofrassage exchange. So-
called publishers connect to the JMS server and send mesgagte So-called sub-
scribers connect to the JMS server and consume availabkagesor a subset thereof.
So the JMS server acts as a relay node [2], which controls #esage flow by vari-
ous message filtering options. This architecture is degicté&igure 1. Publishers and
subscribers rely on the JMS API [1] and the JMS server deesuplem by acting as a
broker. As a consequence, publishers and subscribers deadtto know each other.

The JMS offers two different connection modes: a durableaandn-durable con-
nection type. If a subscriber connects in the durable mdédentessages will be stored
for delivery if this client disconnects. All stored messagéll be delivered when the
client connects next time to the JMS server. In the non-darainde, messages are
forwarded only to subscribers who are presently onlinesiB&nce is another option
for IMS. If the persistent option is set, each message has delivered reliably to all
actively connected clients, which is ensured by confirmeweption with acknowledg-
ments. In the non-persistent mode the JMS server must d#igenessage only with
an at-most-once guarantee. This means that the message dast,but it must not
be delivered twice according to [1]. In this study, we onlysiger the persistent but
non-durable mode.

Information providers with similar themes may be groupegetber by making
them publish to a so-called common ,,topic”; only those stibers having subscribed
for that specific topic receive their messages. Thus, topitsally separate the JIMS
server into several logical sub-servers. Topics providg anvery coarse and static
method for message selection due to the fact that publigtretssubscribers have to
know which topics they need to connect to. This results inghsloose of the decou-
pling feature in the publish/subscribe context. In additimpics need to be configured

©Springer20'" International Teletraffic Congress (ITC), Ottawa, Canada, Juné 2@@ge 2



\_ Measuement
(@261, 260 RAN)

Test network )
(Link capacity : 1 Gbit's)

L= -

/
Server
7z . (3.2GHz, 2GB RAM)
- o \
.
. ~ 2o/ Filtered 3
T Fessage

i 44
. . —  1Gbit/s Link
Publishers Subscribers —— 100 Mbits Link
Filters  Replication
Grade Controlling

Fig. 1. The JMS server delivers messages from Fig. 2. Testbed environment.
the publishers to all subscribers with matching
filters.

on the JMS server before they can be used actively. If no sogie explicitly intro-
duced at the JMS server, exactly one default topic is presemthich all subscribers
and publishers are connected.

Filters are another option for message selection. A sutrscniay install a message
filter on the JMS server. Only the messages matching therfiltes are forwarded to the
respective subscriber instead of all messages. In contraspics, filters are installed
dynamically during the operation of the server by each siitesc

A JMS message consists of three parts: the fixed header, alefieed property
header section, and the message payload itself [1]. Seecabirrelation IDs are or-
dinary strings that can be set in the fixed header of IMS messag the only user
definable option within this header section. Correlationfil®2rs try to match these
IDs. Several application-specific properties may be sehénproperty section of the
JMS message. Application property filters try to match thgreperties whereby wild-
card filtering is possible, e.g., in the form of ranges [i&’; #13], which means all IDs
between#7 and#13 are matched including:7 and#13. Unlike correlation ID filters,
a combination of different properties may be specified witéads to more complex
filters with a finer granularity.

In this work we consider only application property filterdjioh search for so called
StringProperties. Further investigations on this topie pwblished in [3]. We call a
filter, which is searching only for one StringProperty (@lusimple filter. If a filter
contains logical operators, like “OR” or “AND” as concaténg elements of different
components of this filter, we call it a complex filter. A compliter searching for
StringProperties is structured like the following example

ID 1 = "0000" AND ID_2 = "0001" AND ... AND ID x = "0000"

Corresponding to the structure of the filter the sent messagetain matching pairs of
keys and values, which are set in the application propergéepart of a message.

2.2 Related Work

The JMS is a wide-spread and frequently used middlewarentéady. Therefore, its
throughput performance is of general interest. Severadzaarldress this aspect already
but from a different point of view and in different depth.
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The throughput performance of four different JIMS serverimpared in [4]: Fio-
ranoMQ [5], SonicMQ [6], TibcoEMS [7], and WebsphereMQ [8he study focuses
on several message modes, e.g., durable, persistenugtit.does not consider filter-
ing, which is the main objective in our work. The authors df¢denduct a benchmark
comparison for the SunMQ [10] and IBM WebsphereMQ. Theyeshroughput per-
formance in various message modes and, in particular, wfdgreht acknowledgement
options for the persistent message mode. They also exarsimedk filters, but they did
not conduct parametric studies, and no performance modeterseloped. The objec-
tive of our work is the development of such a performance rhtudforecast the max-
imum message throughput for given application scenarigsroposal for designing a
“Benchmark Suite for Distributed Publish/Subscribe Systeis presented in [11] but
without measurement results. The setup of our experimeiitdine with these recom-
mendations. General benchmark guidelines were suggesfed]iwhich apply both to
JMS systems and databases. However, scalability issuasterensidered, which is the
intention of our work. A mathematical model for a general Imibsubscribe scenario
in the durable mode with focus on message diffusion withdtet§ is presented in [13]
but without validation by measurements. The same authesept in [14] an enhanced
framework to analyze and simulate a publish/subscribeesysin this work also filters
are modeled as a general function of time but not analyzeétaildThe validation of
the analytical results is done by comparing them to a sinmratn contrast, our work
presents a mathematical model for the throughput perfocmerthe non-durable mode
including several filter types and our model is validated ®asurements on an existing
implementation of a JMS server. Several other studies addneplementation aspects
of filters. A JMS server checks for each message whether sbitefiters match. If
some of the filters are identical or similar, intelligentiogtzations may be applied to
reduce the filter overhead [15].

The Apache working group provides the generic test tool &Medr throughput
tests of the ActiveMQ [16]. However, it has only limited fuimmality such that we rely
on an own implementation to automate our experiments.

In previous work [3,17-19] we already examined the messagrighput perfor-
mance behavior of different IMS servers, e.g. the FioranpW€bsphereMQ, SunMQ,
and the ActiveMQ. These investigations cover the dependehthe server perfor-
mance on the number of installed publishers, subscribadswe provided for each of
the servers an analytical model to predict the message gsincetime based on the
message replication grade and the number of installed sifiigrs. The current work
differentiates from these studies that an analytical mfmigbint impact of the message
replication grade and complex AND- and OR-filters is devethBince complex filters
may have different length, the experiment design is moreptexnand a significantly
larger amount of experiments is required.

3 Test Environment
Our objective is the assessment of the message throughiingt AttiveMQ JMS server

with various filter configurations. For comparability angmeducibility reasons we de-
scribe our testbed, the server installations, and our measnt methodology in detail.
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3.1 Testbed

Our test environment consists of five computers that arstitiied in Figure 2. Four
of them are production machines and one is used for contrplgses, e.g., controlling
jobs like setting up test scenarios and monitoring measeménuns. The four produc-
tion machines have a 1 Gbit/s network interface which is ected to one exclusive
Gigabit switch. They are equipped with 3.2 GHz single “Irfe¢Y/” CPUs and 2048
MB system memory. Their operating system is SuSe Linux 9th &e&rnel version
2.6.5-smp installed in standard configuration. The “smptian enables the support
of the hyper-threading feature of the CPUs. Hyper-thregadieans that a single-core-
CPU uses multiple program and register counters to vigtuatiulate a multi-processor
system. In our case we have two virtual cores. To run the JMBemment we installed
Java JRE 1.5.0 [20], also in default configuration. The amtrachine is connected
over a 100 Mbit/s interface to the Gigabit switch. In our expents one machine is
used as a dedicated JMS server. Our test application isrsbsiguch that IMS sub-
scribers or publishers can run as Java threads. Each thasahtexclusive connection
to the JMS server component and represent a so-called JM®seA management
thread collects the measured values from each thread amthdpphese data to a log
file in periodic intervals.

In our test environment the publishers run on one or two esketupublisher ma-
chines, and the subscribers run on one or two exclusive sbbseachines depending
on the experiment. If two publisher or subscriber machimesuaed, the publisher or
subscriber threads are distributed equally between them.

3.2 Server Configuration

The ActiveMQ server version 4.0 stable [21] is an open sosof&vare provided by the
Apache group. We installed it on one of the above describadX.imachines in default
configuration such that the hyper-threading feature of inedtkernel is used and the
internal flow control is activated. To ensure that the Adil@ JMS server has enough
buffer memory to store received messages and filters we pktidy the memory for
the Java Runtime Environment to 1024 MB.

3.3 Measurement Method

Our objective is the measurement of the JMS server capacitynae use the overall
message throughput of the JIMS server machine as perfornvaticator. We keep the
server in all our experiments as close as possible to 100% IG&d We verify that
no other resources on the server machine like system memagtwork capacity are
bottlenecks. The publisher and subscriber machines mubertmttlenecks. Therefore,
their CPU load must be lower than 75%. To monitor these sidgitions, we use the
information provided in the Linux ,,/proc” path. We monitiwe CPU utilization, 1/O,
memory, and network utilization for each measurement ruithdbt a running server,
the CPU utilization of the JMS server machine does not ex2égdand a fully loaded
server must have a CPU utilization of at least 95%.

Experiments are conducted as follows. The publishers rarsgturated mode, i.e.,
they send messages as fast as possible to the IMS servereidive message through-
put is slowed down by the flow control of the server such thabhserve publisher-side
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message queueing. We count the overall number of sent nessatthe publishers and
the overall number of received messages by the subscribeatdulate the server’s rate
of received and dispatched messages. Our measuremenakensX minutes whereby
we discard the first and last seconds, where the system is agétable condition. For
verification purposes we repeat the measurements sevaed, tbut their results hardly
differ such that confidence intervals are very narrow evemfiew runs. Therefore, we
omit them in the figures of the following sections. The follog experiments use the
non-durable and persistent messaging mode as describdsel $ettion 2.

4 Impact of Filters on the Message Throughput

Our main objective is to characterize the impact of difféfédter types on the message
throughput. We conduct suitable experiments, performuinput measurements, pro-
pose an analytical model to capture the performed beharidrfit its parameters based
on the measurement.

We focus on three different kind of filter types: simple fitecomplex OR-filters,
and complex AND-filters. For all experiments we use one dadit ActiveMQ JMS
server machine. We connect 20 publishers, distributed tverpublisher machines,
each of them carrying 10 publisher threads. Filters evalusér defined message head-
ers where we set searchable StringProperties as appfiqaiiperties. We use for the
StringProperties a string representation of four digit bens with potentially leading
zeros. The following experiments are based on a commoniplknd he publishers send
messages with a certain header value-fff]. subscribers filter for this value such that
each message is replicated= n’j;, times. The additionab; . filters do not match,
but they cause additional workload on the server. Thusgetterm = n%j; + n'7
subscribers are connected to the server and they are dtstiibver two subscriber ma-
chines. Each of the: subscribers maintains one exclusive TCP connection toMt& J
server.

4.1 Experiment Setup

In the following, we describe the experiments for the inigegion of simple filters,
complex OR-, and complex AND-filters.

Simple Filters We already examined the impact of simple filters in [3] witle fiol-
lowing experimental setup. The publishers send only messagh ID #0. As depicted
in Figure 3(a), we instablz’}?fr matching filters searching for ID value #0. Additionally
we installn’. different non-matching filters that search for values betw#1 and

#(n?letgr)

Complex OR-Filters We consider OR-filters with{frig components. As illustrated in
Figure 3(b), we instalh®; equal complex OR-filters, searching for ID #0 set in the
last component. As the matching filter component is in thiegdasition, no early match

can save processing power when the server evaluates thediftgponents from left to
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right. The publishers send messages with ID #0 to producesaage replication grade

of r = nfy;.. The last components of the};. non-matching filters take values from

#(nliy) to#n +n7f — 1) withn = nflt

cmp cmp-*

Complex AND-Filters We consider AND-filters Withzifl’;r components. The publish-
ers send messages with value #0 for each componentAi®illustrated Figure 3(c),
n's7;. subscribers install matching filters. The values set in #s¢ tomponent of the
n'sj5. non-matching filters take values between #1 anff#.

4.2 Results of the Measurement Experiments

We present the results for the experiments described indBedtl for the param-
etersn’); € {1,2,5,10,20,40}, nf. = {1,5,10,20,40,80,160}, andn/lt =
{1,2,4,8} where applicable.

The solid lines plotted in Figures 4—6 show the measured agesthroughput of
the ActiveMQ JMS server. The left figures present the receibeoughput and the
right figures the overall throughput. We observe in all ekpental studies a similar
behavior. With an increasing number of filters the received the overall throughput
is reduced only slightly. An increasing message replicagiade decreases the received
message throughput, but it increases the overall messammtiput. The figures for the
overall throughput show a limitation of the overall thropgh at approximately 50000
msgs/s. We take this observation into account when we fit th@efrparameters in the
next section.
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5 An Analytical Model for the Message Throughput in the
Presence of Complex Filters

We use the measurement results of Section 4 as input for tigtimal model of the
message throughput. This model improves the understanéithg server performance
of the ActiveMQ as well as the impact of different parametidesthe number of filters,
the filter type, and the replication grade.

Our model assumes three different parts of the processimgfoir a message. Each
message requires a constant overhiead The processing timey,;,,. per installed filter

neg

depends on the overall number of installed filtlers= n%;, +n's;7 and on their length

n'7},.. Finally, the potential replication and transmission ofessage takes, time per
outgoing message. Thus, the message processing3ioaa by calculated by

B =trco + 000 m ot + 1ty 1)

The empirical service time can be derived from the receivedsage throughput
of the measurement results in Section 4.2. The paramgigrs .-, andt,, are fitted
to the proposed model by a least square approximation. Tetithwe take only those
curves into account that are not limited by the 50000 msgafgim. The parameters are
derived separately for the simple, complex OR- and AND+8lt§able 1 summarizes
their values. We observe that these empirical values of thadehparameters are similar
for all three experiment series.

Table 1. Empirical values for the parameters of the model given in Equation 1

H trew trier ‘ tix
Simple filters 4.88-107%s | 1.62-107"s | 1.55-107°s
Complex OR-filters 4.79-107%s | 1.96-107"s | 1.69-107°s
Complex AND-filters 519-107°s | 1.86-107"s | 1.71-107°s
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Based on the model and the parameters we calculcate theieallalues for the
received %) and overall throughput%). They are plotted as dashed lines in Fig-
ures 4-6. For small values of the replication grade= {1,2,5,10} the analytical
data approximate the measured data very well. If the rapicagrade is large, i.e.
r = {20,40}, the limit of 50000 msgs/s for the overall throughput of tleever is
reached and the analytical model overestimates the mebsuoeighput.

A throughput comparison of the ActiveMQ with FioranoMQ, $4@, and Web-
sphereMQ [22] shows that the ActiveMQ outperforms them lyafigh respect to the
simple filters. Their performance is described by similarrimt equal models and their
time to process a simple filter is abdutt6 - 10> s,2.11-10~° s, and1.10- 107° s, re-
spectively, which explains the superiority of the ActiveMiSp use cases with extensive
filtering.

6 Conclusion

In this work we have studied the impact of simple filters, cter©R-filters, and com-
plex AND-filters on the message throughput of the ActiveMQSI&&rver. The special
focus of this work is on the length of OR- and AND-filters whgeevious work con-
sidered only simple filters with a single component. We edéehan analytical model
based on this previous work. The newly proposed formulalermessage process-
ing time in Equation (1) respects the numberof filters installed on the JMS server,
their lengths:%,”, and the message replication grad&Ve received measurement re-
sults based on appropriately designed experiment serfeseTresults allow us to fit
the model parameters. The analytical throughput derivetthéynodel was in good ac-
cordance with the measured results. Surprisingly, the anpgall filter types on the
message processing time is almost the same and only the nofidmemponents within
a filter significantly influences the time required for its lenzion.

After all, the presented model improves the understandfrgeneral JMS server
performance. In addition, the model is useful to predictttessage throughput for use
cases in advance when the mean values of the critical pagesraae known. This ob-
soletes extensive hardware experimentation and makesneitt attractive for appli-
cation in practice by engineers. Of course, the absoluteegadf the presented through-
put for the ActiveMQ are only valid in our test environmenowver, our presented
methodology and the specially designed experiment serdgsh@a used for the perfor-
mance evaluation of other environments and other servestyp
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