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Abstract. In this work we optimize administrative link costs of IP netks in
such a way that the maximum utilization of all links is as losv@ossible for a
set of considered failure scenarios (e.g., all single lailufes). To that aim, we
present the new "hill hopping" heuristic with three diffeterariants and com-
pare their computation times and the quality of their resil¥e adapt the ob-
jective function of the heuristic to make the link cost &gt robust to single
link failures, single node failures, and single link or ndd#ures, and compare
the results. In particular, we optimize the routing for rilajter networks where
unused backup capacity of the link layer can be reused toecdraffic on the
network layer in case of an IP node failure.

1 Introduction

IP routing is very robust against network failures as it gisvinds possible paths be-
tween two endpoints as long as they are still physically ected. When a failure oc-
curs, traffic is rerouted which may lead to congestion on tekbp paths. In fact, this
is the most frequent cause for overload in IP backbones [d heay violate the quality
of service (QoS) in terms of packet loss and delay.

In IP networks, traffic is forwarded along least-cost pathese costs are based on
the sum of the administrative costs of their links. The maéifon of the administra-
tive link costs changes the routing and is thereby a meangdtfic engineering. The
link costs are usually set to one, which is the hop count mgbrioportionally to the
link delay, or reciprocally to the link bandwidth. Howevéar a network with a given
topology, link bandwidths, and traffic matrix, the maximunklutilization can be min-
imized by choosing appropriate link costs, but this probieiNP-hard [2]. Therefore,
heuristic methods are applied to solve it [3].

In the presence of failures, the overload due to backupdraffly be reduced by
influencing the routes by a modification of the link costs.cD&lting new costs and
uploading them on the routers takes some time and this is ersaime because most
outages last less than 10 minutes [4]. In addition, when diled link resumes op-
eration, the new link costs may be suboptimal. A simpler tiuis setting the link
costs a priori in such a way that they lead to a low utilizatdrall links both under
failure-free conditions and after rerouting for a set oftpoted failuresS. So far, only a
few papers [5-8] addressed this kind of optimization andtheyg considered only the
protection of single link failures.
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(DFG) under grant TR257/23-1. The authors alone are regglerisr the content of the paper.
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In multilayer networks, connections
of lower layers provide links for upper
layers. Figure 1 illustrates that a logical
veistaver [P network link may be implemented by

a label switched path (LSP) of an under-
SoNETsoH lying MPLS layer. This LSP contains fur-
X - . ther intermediate label switching routers
I_:lg. 1. Connections of lower layers prowde(LSRs) not visible on the IP layer. Like-
links for upper layers. wise, links between these LSRs may be
implemented by virtual or physical connections of an undeg SONET/SDH or op-
tical layer. Multilayer networks provide rerouting or pection switching capabilities
and backup capacity on different layers [9]. This seems ta Waste of resources, but
protection on lower layers reacts faster than reroutinghenl® layer. To save band-
width, it is desirable to share the backup capacity betwagark, which is possible
between the IP layer and the packet-switched MPLS layer.

The contribution of this paper is manifold. It suggests tae thill hopping" heuris-
tic for the optimization of resilient IP routing with thredfférent intuitive variants. It
presents a new methodology for an empirical comparisonettdmputation times of
the algorithms and the quality of their results. And it goegdnd the protection of sin-
gle link failures as node failures are also considered anplaiticular, backup capacity
sharing between layers for multilayer networks.

Section 2 gives the problem formulation for resilient IP ting and summarizes
related work. Section 3 proposes several new heuristice@mgares their computation
times and the quality of their results. Section 4 adapts thjeative function of the
heuristics to different protection variants including tilaler protection and illustrates
their impact on the bandwidth efficiency. Finally, we sumiz@this work and draw our
conclusions in Section 5.

2 Optimization of IP Routing with and without Resilience
Requirements

In this section, we review fundamentals of IP routing and isuamze related work on
routing optimization with and without resilience requirents.

2.1 Fundamentalsof IP Routing

In IP networks, routers have routing tables that contaimiany IP-address-prefixes
one or several next hops. A router forwards an incoming pawkéinding the longest
prefix in the routing table that matches its destination essland by sending it to one
of the corresponding next hops. Thus, IP implements degim&ased routing. Single
path routing forwards the traffic only to the interface ortiep with, e.g., the lowest 1D
while multipath routing splits the traffic equally amongadissible next hops (cf. 7.2.7
of [10]). The routing tables are usually constructed in @ritisted manner by routing
protocols like OSPF or IS-IS that exchange information alloe current topological
structure of the network. A router calculates the next hopalit other routers in the
network by using the shortest (or least-cost) paths pria¢gpavoid forwarding loops.
In particular, sink trees are computed to every destinatiadghe network. In addition a
router knows which node in the network serves as egressrrimupgefixes outside the
network. This combined information is constructed into thating table. IP routing

IP Layer
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is very robust against network failures because in case aifiaé, the new topological
information is exchanged by the routing protocol and raitgrdate their routing tables.
This rerouting may take seconds, but currently new mechanfsr IP fast rerouting
are investigated [11]. Single-path routing is default, Wwetapply the equal-cost multi-
path (ECMP) option, which allows multi-path routing ovelrlahst-cost paths towards
the same destination. It makes the routing independentwéel@aumbers and enables
fast and local traffic redirection if a next hop fails and seveext hops exist [12].

2.2 Problem Formulation

We model a network by a graghi= (V, £) consisting of its set of nodas and its set
of directed links€. Calligraphic letterst denote sets and the operatdi| indicates
the cardinality of a set. Each linke £ has a capacity(!) and is associated with cost
k(l). The capacities and the costs of all links are representactompact way by the
vectorsc andk. Note that vectors and matrices are printed boldface anéhttexed
components of a vectar are denoted by (:). We work with integer link cost between
Emin =1 andk,,.., thus, they are taken from a vector space With...)'¢! elements.

A network is resilient to a certain failure scenasidf the rerouted traffic does not
lead to congestion. Therefore, resilience always relatasset of protected failure sce-
nariosS. Eachs € S describes a set of non-working network elements. For the sak
of simple notation, the working scenaffois part ofS. The functionu(l, v, w) indi-
cates the percentage of the aggregate from ndaoewv that is carried over link. This
description models both single and multipath routing. Weeed this routing function
to u¥ (1, v, w) to account for a specific set of link codtsand a certain failure scenario
s € S. The traffic matrixD contains the demand ral2(v, w) between any two nodes
v, w € V. The utilizationp(k, I, s) of a link [ in a failure scenaria, the maximum uti-
lization pZ** (k, 1) of link [ in all failure scenarios € S, and the maximum utilization
P3¢ (k) of all links I € £ in all failure scenarios € S is calculated for any link cost
vectork by

plk,ls) = D us(l,v,w)-D(v,w) | /e(l) @
v,weV

p5**(k, 1) = max (p(k, 1, 5)) 2)

pse" (k) = max (05" (k, 1)) 3)

Note that the calculation of Equations (2) and (3) is quitgtlycssince destination trees
need to be calculated by Dijkstra’s algorithm for each prtaté network failures € S.
When our algorithms calculate? %" (k') to test forpd¢* (k') < p¢¢*(k), the calcu-
lation of p3'¢* (k') stops as soon g&re* (k) has been exceeded to save computation
time. In addition, the failure scenarios can be sorted imsuway that this condition
occurs early.

The objective of IP routing optimization is to find a link castctork such that the
maximum link utilizationp'¢” (k) is minimal. If resilience is not required, the set of
protected failure scenarios contains only the working aderS = {0}, otherwise it
contains, e.qg., all single (bidirectional) link failures.

2.3 Related Work
We briefly review existing work regarding the optimizatidri® routing with and with-
out resilience requirements.
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Optimization of IP Routing without Resilience Requirements The problem of IP
routing optimization without resilience requirements B-Nard [2]. Some papers try to
solve the problem by integer linear programs and branch anddmethods. Since the
search space is rather large, others prefer fast heurstitsse local search techniques
[3], genetic algorithms, simulated annealing, or othertsics. The papers also differ
slightly in their objective functions. In case of traffic tegtots or link failures, link costs
may be changed, but this possibly causes service inteongguch that the number of
changed link costs should be kept small [13].

Optimization of I P Routing with Resilience Requirements Optimization of IP rout-
ing becomes even more difficult if different failure scepannust be taken into account
for minimization of the objective function in Equation (3) has been proposed inde-
pendently by [5-7] for single link failures and almost at #zene time. The presented
algorithms use a local search technique combined with alistbor a hash function to
mark already visited solutions. To escape from local minifslsets some link weights
to random values. To speed up the algorithm, [6] investigyatdy a random fraction of
possible neighboring configurations while [7] applies aditidnal heuristic to generate
a fraction of good neighboring configurations. Finally, §Jcelerates the evaluation of
the objective function by considering only a set of crititiaks instead of the entire set
of protected failure scenarids

3 New Heuristicsfor Resilient P Routing

In this section, we propose new heuristics to find good linktgk for resilient IP
routing and compare their computation times and the quelfitiieir results.

3.1 Description of the Algorithms

We apply the well-known hill climbing heuristic and propae new hill hopping
heuristic for resilient IP optimization. In addition, wegmose three different methods
for the generation of random neighbs.., from a large neighborhood of the current
link costsk. These methods are required by hill hopping and can be rdusether
heuristic control algorithms.

TheHill Climbing Algorithm The hill climbing algorithm starts with an initial current
vectork of currentlink costs. Itfirst evaluates the maximum linkiséition p3'¢" (knew )

of all link cost vectorsk,ew in the close neighborhood of the current vedtowhich
consists of all vectors that differ froik by at most 2 in a single link. It chooses the
knew With the best improvements' ¢* (k) — p5'¢* (knew) s successor vector &f If

no suchkyew can be found, the algorithm terminates; otherwise, thegatore restarts
with the new current vectdk.

TheHill Hopping Algorithm The quality of the results of the hill climbing algorithm
suffers from the fact that it terminates when the first locadimum is found. We avoid
this drawback by Algorithm 1. Here, the current cost ve&tis substituted bkyew if
its maximum utilizationp' ¢* (knew ) is smaller than the one of the currently best link
costskyest Multiplied by a factorl” > 1. Thus, the maximum utilization of the current
link costs can be slightly larger that¥'¢” (kpest). The method terminates if51¢
new vectorse,.. have been explored without finding a better one thga.

In analogy to the hill climbing algorithm we call this methbidl hopping. The cur-
rent vectork has a high quality. We view this quality as a hill in the mulimensional
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state space. A randomly generated succdssgy can be fairly distant fronk and if it

is accepted as new current veckgrit also represents a quality hill. Thus, this method
performs hill hopping. The design of this algorithm was insg by the threshold ac-
cepting algorithm [14] which is a simplification of the simatéd annealing heuristic.

Input: start vectokstart, maximum number of unsuccessful movées:: 5, thresholdl’
for accepting new candidates
k kstart, kbest <~ kstart, n <+ 0,
whilen < njoves dO
knew < GENERATERANDOMNEIGHBOR(k)

n<n-+1
if (P34 (knew) < T~ p2% (Kpest)) then
k < Knew

if pSE (k) < pS€ (kpest) then
kpest < k,n < 0
end if
end if
end while
Output: link costskpest
Algorithm 1: HiLL HoppPINGsearches for link costis,est that lead to low maximum
link utilization p&'¢" (kpest) in all protected failure scenarids

Neighborhood Generation for the Hill Hopping Algorithm The hill hopping algo-
rithm uses the method EIERATERANDOMNEIGHBOR for the generation of a new
vectorkew in the wide neighborhood dt. We propose three different implementa-
tions of that method.

Random Neighborhood Generation RNG(h, d) The random neighborhood generation
(RNG) randomly choosek* links according to a uniform distribution between 1 and
h. It changes their costs by adding or subtracting an integdak between 1 and but
the minimum cost valug,,,;,, = 1 and the maximum cost valus, ., must be respected
as side conditions.

Link Ranking Methods % (1) and ¥, (1) The following neighborhood generation
methods take advantage of the link-specific maximum utibrep’?** (k, 1) in Equa-
tion (2). The relative rankX (1) of a link  is the number of linkg’ € £ that have a
smaller utilization valugg**(k, ") thani. Note that several links possibly have the
same relative rank. The absolute rank of a litf, (1) is its relative rank’¥ (1) plus
the number of linkg” with the same maximum link utilizatiop** (k, I") but with a
lower link ID thani. Both rankings yield numbers between 0 afi-1. In contrast to
the relative rank, the absolute rank is a 1:1 mapping.

Greedy Neighborhood Generation GNG(h,d) The greedy neighborhood generation
chooses a numbér* between 1 and. It then choose* links based on a special
heuristic, and increases or decreases their costs if they ltigh or little load, respec-
tively. The heuristic to select the* links works as follows. The absolute ran, (1)

of a link [ is associated with one of thHé€| equidistant subintervals df; 1) in Fig-
ure 2. A link is randomly chosen based on the probability derfanction f(x) =
(m+1)-(2-2 —1)™in Figure 2. If the absolute rank;, . (1) of that link . is smaller

than%, it has a relatively low maximum utilization valyé ** (k, 1). Therefore, its
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costis decreased by an integral random variable which feumly distributed between

1 andd. Otherwise it is increased by that value. This is repeateitithe cost ofh* dif-
ferent links are changed. The GNG rarely changes the costlaf 1 with a medium
maximum link utilizationp’%** (k, [) and it only increases (decreases) the costs of links
with low (high) p%**(k, ). This is similar to the heuristic used in [7].

A X
positive offset negative offset [ (l )
m+1 0 A
> 2
£ - area = £
; _% probability é g
= g 28
s & = g
2 ]
4 2
A | e
0 ~ o
0o 1 ... 2 1T
I ‘ ! +d e +1 -1 P -d
Absolute link rank 7% (/) Cost changes

Fig.2. The greedy neighborhood generatidfig. 3. The intelligent neighborhood generation
(GNG) chooses ™ links randomly according to(ING) choosesh™ links arbitrarily and then
the displayed probability density function usinmodifies their costs by an offset according to
the absolute link rankX,, and then modifiesthe displayed probability density function that
their costs by a negative or positive offset bdepends on the relative ramk., (1) of the con-

tween 1 andi. sidered link.

Intelligent Neighborhood Generation ING(h,d) Like the RNG, the intelligent neigh-
borhood generation (ING) also choogeslinks arbitrarily to modify their costs by a
randomly selected integral offset value betweehandd. This offset is derived from a
link-specific triangle distribution whose vertex is det@red by the relative rank< (1)

of the respective link. This is visualized in Figure 3. In contrast to GNG, the cdst o
any link has the same chance to be changed and if so, it cacieaged and decreased.
Like GNG, ING also favors the increase (decrease) of theafdsiks with high (low)
maximum link utilizationp’?** (k, [), but it has more possible neighboring configura-
tions than GNG.

3.2 Performance Comparison of the Heuristics

We study the computation time of the algorithms presented@land the quality of
their results. The computation time is measured both by¢heahcomputation time of
the algorithms and by the number of evaluated link cost vedig..,; note that there
is no linear mapping between these quantities since thelatiten of p3'¢* (k) may be

stopped early when a preliminary result is already too lafge optimization quality is

captured by the scale-up factbik) = E??EB which has the following interpretation:
S,&

arouting based on link coskscan carry the same traffic matrix scaled by faétdr) to
reach the same maximum link utilizatipff ¢“ (1) as the routing based on the standard
hop metrick=1.
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We use the Labnet03 network in our study
with equal link bandwidths together with the
population-based traffic matrix from [15] (cf.
Figure 4). The ECMP option is used for traffic
forwarding, the parameters for the heuristics
are set to,,q = 10, nieotc =30000, h =5,
d=1, m=1 (for GNG), and the set of pro-

Mia tected failure scenarigs comprises all single
Fig.4. The Labnet03 network consistdink failures.
of 20 nodes and 53 bidirectional links.

Computation Time The heuristics improve the quality of their results incretady,
and may take very long depending on the termination criteti¢gf:s“<. Therefore, pre-
liminary results are already available before the progradseand we take advantage
of that fact to compare the average convergence speed of ifféfedt optimization
runs for all heuristics. The start vectRta,t Can be viewed as the seed for both the
deterministic hill climbing algorithm and the stochastilt hopping algorithm. For hill
hopping we initialize start vectols,t,,¢+ With random numbers between 1 ahgl,.
while for hill climbing we use 1 and 2 with equal probabiliipse hill climbing cannot
escape from a local optimum.

N
-

o8’

0.6

Average scale—up factor e(kbes()
Average scale-up factor e(kbest)

T —— Hill climbing 0.4 < Hill climbing
H — Hill hopping with RNG — Hill hopping with RNG
02 = - - - Hill hopping with GNG 0.2f = = - Hill hopping with GNG
H +=+=-Hill hopping with ING g == Hill hopping with ING
- 0
% 500 1000 1500 2000 2500 3000 0 5 1 15 2 2.5 3
Number of evaluated link cost vectors Number of evaluated link cost vectors  19*
(a) The first 3000 evaluations. (b) The first 30000 evaluations.

Fig. 5. Evolution of the scale-up factdi(k) for different heuristics depending on the number of
evaluated link cost vectols,ew and averaged over 100 runs.

Figures 5(a) and 5(b) illustrate the evolution of the sagidfactord (k) depending
on the number of evaluated link cost vectors for the hill tling and the three hill
hopping variants averaged over 100 different runs. Thewshe scale-up factor for
the first 3000 and 30000 evaluations, respectively. Due @orddmdom initialization,
the scale-up factor for the hill climbing algorithm is on esge below 1 for the first
3000 evaluations, but it achieves good scale-up factofserend. We observe the first
improvement for hill climbing on average after 265 evaloasi because of the chosen
random initialization. As hill climbing terminates rekaiy early in a local optimum,
the corresponding curve ends at 24000 evaluations; thisdesthe maximum number
of evaluations in 100 runs. Hill hopping with GNG leads veagtfto good results, but
it is outperformed by all other algorithms on the long run. #malysis of the resulting
link costs shows that most of them take either the minimunmhermaximum value,
i.e., this heuristic is not able to leave certain local optifdill hopping with ING also
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yields good results quite quickly, but RNG produces bettdr tosts after sufficiently
many evaluations. Thus, sharpening the search for gooddzted in the neighborhood
of the current link costk accelerates the convergence of the scale-up factor, Hsbit a
impedes the random discovery of excellent configurations.

v Quiality of the Results We run the heuris-
- tics repeatedly with different seeds over 24
hours. After each termination of hill hop-
ping, we applied an additional hill climb-
ing to the final result to make sure that the
local optimum is found. Table 1 shows that
the presented algorithms run with a differ-
- Hilclimbing ent frequency because they evaluate a dif-

— Hill hopping with RNG .
- - - Hill hopping with GNG ferent number of link cost vectors and some

) “"LZ“’"'“QZ;‘“ e . Of these evaluations are stopped early.
Time (hours) We sort the runs according to ascend-
Fig. 6. Ordered scale-up factors from itering scale-up factors and present the time
ative optimization runs within 24 hours. series of their cumulated computation times
in Figure 6. It shows that the RNG variant
of hill hopping leads to the best results, followed by ING, GNand normal hill climb-
ing. Investigating different networks showed that the ofefficiency of the different
algorithms remains the same, but the distance between thescvaries. We observed
that RNG requires a low maximum link cokf,,.. to limit the search space whereas
ING also works well for largé:,,..... We also tested other heuristics with similar com-
putational requirements, e.g. the original threshold piieg (TA) algorithm [14] and
simulated annealing (SA), but hill hopping leads to the estlts. In addition, hill
hopping has fewer parameters than TA or SA and is, theresorgler to apply.
Table 1. Number of optimization runs within 24 hours with the corresging number of evalu-
ated link cost vectors.

Best scale—-up factor e(kbest)
=
w

I
N

IR
H

4 8

o

method #rung #evals/run#evals in 24
hill climbing 358] 13719 4911386
hill hopping (GNG)Y 95 63079 5992505
hill hopping (ING) 58| 110752 6423628
hill hopping (RNG)| 48 90032 4321527

4 |P Resiliencefor Multilayer Networks

We first comment on multilayer resilience. Then we discus®ua protection variants
with different implications on the resource managementcihinpact the objective

function of the optimization problem. Finally, we compdhre tifferent protection vari-

ants.

4.1 Multilayer Resilience

As mentioned in Section 1, networks have a layered architeas illustrated in Fig-

ure 1. Several layers can provide resilience mechanisnmshaitkup capacity to repair
broken paths. Link management or routing protocols triggeir activation, and the

temporal coordination of the resilience mechanisms okdifit layers is an important
issue that is solved, e.g., by timers. The reaction time wetdayers must be shorter
than on upper layers to avoid unnecessary and repeatedasru upper layers. As
a consequence, cable cuts are repaired by lower layer fimtethile the outage of
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IP routers still requires IP rerouting to reestablish catinégy. As any failure can be
repaired on upper layers, multilayer resilience seems gewafsesources. However,
lower layer protection mechanisms are faster than IP rgmg@ince they switch the
traffic to preestablished backup paths in case of a failuherdfore, multilayer re-
silience is used in practice, but it is desirable to save bpaapacity by reusing the
backup capacity of the MPLS layer on the IP layer whenevesiples

4.2 Optimization of IP Routing in Multilayer Networks

We now consider different options for multilayer resiliend’hey differ in reaction
speed and the available capacity after rerouting. Ther&aitd IP nodes must be pro-
tected by slow IP rerouting. In contrast, IP link failuresjigh are more likely, can be
healed by slow IP rerouting if no link layer protection egi§NoLLP), by fast 1:1 link
layer protection (1:1LLP), or by very fast 1+1 link layer peotion (1+1LLP). We talk
about low, medium, and high service availability (LSA, MSASA) if there is no ex-
plicit backup capacity, if the capacity suffices to carryllaekup traffic from single link
failures, or from single link and router failures. In thelfoling, we discuss different
link protection alternatives with different requiremefdasservice availability.

NoLink Layer Protection with L ow, Medium, and High Service Availability (NLL P-
LSA, NLLP-MSA, NLLP-HSA) As failures are protected only by IP rerouting, the
full capacity is available for the IP layer and Equation (&nhde used as objective
function for the routing optimization. The service availdp impacts the set of pro-
tected failure scenarios such th&itcontains the failure-free scenario only, all single
link failures, or all single link and router failures for NaP-LSA, NoLLP-MSA, and
NoOLLP-HSA, respectively.

Link Layer Protection with Medium Service Availability (LLP-MSA) In the pres-
ence of 1+1 or 1:1 link layer protection, IP routing can berojed for the failure-free
caseS = () since link failures are completely covered by LLP and noderfes do not
need to be protected. We assume that backup capacity stsnogpossible and that
LLP consumes 50% of the link layer capacity. Therefore, tiilezation values of the
IP layer capacity are twice as large as in a network with NolffltRe same link layer
capacity is available. To get meaningful comparative tssule change Equation (3) to

PRE () = 2 max (81, 1), *

1:1 Link Layer Protection with High Service Availability (1:1LLP-HSA) With
1:1LLP, the link layer provides a primary link and a backupklito the IP layer. If
the primary link fails, the traffic is automatically redited to the backup link, other-
wise the backup link can carry extra traffic. Thus, only ha# tapacity can be used
for premium traffic in failure-free scenarios. We accoumttfos fact by calculating the
utilization of the primary capacity which is twice the wtéition of the overall link ca-
pacity. As we protect all single failures in our study, afiks work when a router fails
such that the capacity of the backup links can be reusedsrcttge. Thus, the full link
capacity is available for rerouting due to node failurescapture these side conditions,
we substitute Equation (3) for the optimization of resitiéf routing by

TE (k) = 2 - me k,l ‘ k.1, « 5
pse (k) maX< max p(k, ’w)’{<z,s);z£3§5As¢@}p( : ,9)) 5)
where the set of protected failure scenaosomprises all single router failures.
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1+1 Link Layer Protection with High Service Availability (1+1LLP-HSA) With
1+1LLP, traffic is simultaneously carried over primary aratkup paths such that the
reaction time is very short if a failure occurs. Hence, thekio@ capacity can never be
reused on the IP layer, and only half of the link layer capdsitwvailable for IP traffic.
Therefore, Equation (4) applies instead of Equation (3)Heroptimization of resilient
IP routing withS being the set of all single router failures.

Related Aspects We briefly mention additional issues that have not been téhien
account by the above scenarios and may be for further study.

Shared Protection on Lower Layers The above scenarios assumed that on the lower
layer, the capacity of a backup path is fully dedicated tanglsi primary path. When
shared protection is allowed, the same capacity carriekupataffic from different
primary paths in different failure scenarios. As a consegeesignificantly more than
50% of the link capacity can be used to carry protected IFi¢crah the IP layer [15].
The authors of [16] have shown that single link failures capiwtected more efficiently
by plain WDM protection than by plain IP restoration if bapkoapacity sharing is
allowed for both options.

Shared Risk Groups (SRGs) For simplicity reasons, we consider only single link or
router failures. However, multi-failures may also occueda simultaneous uncorre-
lated failures or due to correlated failures of so-callearsH risk groups (SRGs). The
simplest form of a shared risk link group (SRLG) is the fadla@f a router which entails
the simultaneous failure of all its adjacent links. More gbex SRGs occur, e.g., due
to the failure of unprotected lower layer equipment. Gen8RGs can be integrated
in our optimization approach by simply including them inte tset of protected failure
scenariosS, but in practice, the difficulty is mostly the missing knoddge about them.

4.3 Performance Comparison

We compare the bandwidth efficiency of the multilayer resitie scenarios with and
without routing optimization. We calculate the maximurklitilization p%¢* (X, k)
for the hop count metrick(= 1) and for optimized link coskyes; for each multilayer
resilience scenari&’. As the maximum utilization valugg¢* (X, k) is the largest for

unoptimized routing in the 1+1LLP-HSA scenario, we p§&” (1+1LLP-HSA 1) as

.  p29T(1+1LLP-HSA1)
the base for the relative scale-up factoX, kpest) = T (X Knew)

Table 2 presents results from the Labnet03 (cf. Figure 4) fitthe heterogeneous
traffic matrix used above and for a homogeneous traffic mafiie scale-up factors
n(X,1) andn(X, kpest ) illustrate the impact of the multilayer scenasoc They quan-
tify how much more traffic can be carried with compared to 1+1LLP-HSA. Ob-
viously, most traffic can be transported with NoLLP-LSA |éwéed by NoLLP-MSA,
NOLLP-HSA, LLP-MSA, 1:1LLP-HSA, and 1+1LLP-HSA. In the pence of a hetero-
geneous traffic matrix, the protection of link and routeluias requires more backup
capacity than the protection of only link failures when noRLls used. In contrast, in
the presence of the homogeneous traffic matrix NoLLP-HSANodLP-MSA need
about the same backup resources and 1:1LLP-HSA is as effagdrL P-MSA, i.e., the
protection of additional router failures does not cost@&xésources. Backup capacity
sharing between the link and the network layer makes 1:1HISA 27%-56% more
efficient than 1+1LLP-HSA. Hence, if the reaction time of Brauting is not accept-
able, 1:1LLP-HSA may be preferred as the more efficientadtive to 1+1LLP-HSA.
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However, 1+1LLP-HSA reacts faster than 1:1LLP-HSA if lif&8 and may be applied
when very fast resilience is needed.

Table 2. Scale-up factors for optimized and unoptimized IP routinglifferent multilayer re-
silience scenarios.

resilience |w/o IP optl with IP opt
scenarioX | n(X,1) 177()(, kbest) [0(X, kbest)
hetero TM
NoLLP-LSA| 3.13 4.76 1.52
NoLLP-MSA| 2.25 3.41 1.52
NOLLP-HSA| 2.00 2.63 1.32
LLP-MSA 1.56 2.38 1.52
1:1LLP-HSA| 1.56 1.97 1.26
1+1LLP-HSA| 1.00 1.32 1.32
homo TM
NOLLP-LSA| 254 4.60 1.81
NoLLP-MSA| 1.93 3.27 1.69
NOLLP-HSA| 1.93 3.21 1.66
LLP-MSA 1.27 2.30 1.81
1:1LLP-HSA| 1.27 2.29 1.80
1+1LLP-HSA| 1.00 1.68 1.68

The scale-up factor of Section 3 can be alternatively catedl byd (X, kpest) =
% and shows the benefit of routing optimization for each sden#r Routing
optimization improves the resource efficiency by 26%-52%ase of the heteroge-
neous traffic matrix and by 66%-81% in case of a homogenoffictraatrix. It is so
powerful that more traffic can be carried with optimized N&®-HSA than with un-
optimized NoLLP-LSA in case of the heterogeneous trafficrimathus, with routing

optimization, resilience can be achieved without addéldrandwidth.
5 Summary and Conclusion

As overload in networks is mostly caused by redirected traftie to network fail-
ures [1], administrative IP link costs should be set in sushag that the maximum
utilization pg'¢” (k) of the links is low both under failure-free conditions andikely
failure scenarios. We presented the hill climbing and thiehleipping algorithms with
different neighborhood generation strategies for thenogtition of resilient IP rout-
ing. A comparison showed that some of them converge fasienthers lead to better
optimization results. The presented methodology for théop@mance comparison is
general and can be applied to other heuristic approaches.

Differentlevels of service availability and multilayesikence change the side con-
ditions for the optimization because different failuresdéo be protected and depend-
ing on the technology, some of the physical layer capacitedicated to lower layers
or can be shared among layers. Our results showed that witimgooptimization 32%
to 81% more traffic can be carried in our test network whilepkeg the same maxi-
mum utilization as without routing optimization. The exaatues depend both on the
required level of service availability, the multilayer itesace option, and the traffic
matrix. Furthermore, the network itself has a large impalictv has not been docu-
mented in this paper. Routing optimization turned out todpaverful that protection
of link and node failures leads in some settings to lower manm link utilizations than
unoptimized routing under failure-free conditions.
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