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Optimization of the Self-Prote
ting Multipath for Deployment inLega
y NetworksRüdiger Martin, Mi
hael Menth, Ulri
hSpörleinUniversity of WürzburgInstitute of Computer S
ien
eDepartment of Distributed SystemsAm Hubland, 97074 Würzburg, Germany{martin,menth,spoerlein}�informatik.uni-wuerzburg.deAbstra
tThe self-prote
ting multipath (SPM) is a simple prote
tion swit
hing me
hanismthat 
an be implemented, e.g., by MPLS. We present a linear program for theoptimization of the SPM load balan
ing parameters to maximize the amount oftransportable tra�
 with resilien
e requirements. This is needed to 
on�gure theSPM for the deployment in lega
y networks. Our study shows that the SPM isvery e�
ient in the sense that it 
an 
arry 50% - 200% more prote
ted tra�
 thanIP rerouting in su�
iently meshed networks. The investigation of the 
omputationtime and the memory 
onsumption re
ommends the COIN LP (CLP) as preferredLP solver. The 
omputation time of the program depends mainly on the number oflinks in the network and networks with up to 240 links 
an be optimized within onehour on a standard PC.1 Introdu
tionCarrier grade networks require high availability whi
h is often as high as 99.999% su
hthat restoration or prote
tion swit
hing is required. Restoration sets up a new pathafter a failure while prote
tion swit
hing pre-establishes ba
kup paths in advan
e. Atypi
al restoration s
heme is shortest path rerouting (SPR) in IP networks, whi
h healsbroken paths some time after a failure. A typi
al prote
tion swit
hing me
hanism is theprimary and ba
kup path 
on
ept, where the tra�
 is swit
hed onto the ba
kup path assoon as the primary path does not work anymore. Prote
tion swit
hing or restorationme
hanisms alone are not su�
ient to maintain the full servi
e availability during networkfailures. Then, the links 
arry the normal tra�
 together with the deviated tra�
. Asa 
onsequen
e, the quality of servi
e (QoS) 
an only be met if the links have enough
apa
ity. This must be taken into a

ount for network provisioning. If the link 
apa
itiesare already given, the stru
ture of the ba
kup paths must be laid out in su
h a way thatthey have enough 
apa
ity for all relevant failure s
enarios.In this paper, we fo
us on the self-prote
ting multipath (SPM) whi
h is a prote
tionswit
hing me
hanism that has been proposed in previous work [1, 2℄. The SPM 
onsistsThis work was funded by Siemens AG, Muni
h, and by the Deuts
he Fors
hungsgemeins
haft (DFG)under grant TR257/18-2. The authors alone are responsible for the 
ontent of the paper.1



of several parallel paths between sour
e and destination, and a load balan
ing fun
tiondistributes the tra�
 over the working paths. The parti
ularity of that 
on
ept is thatthe tra�
 may be spread over several paths both under normal networking 
onditionsand in 
ase of network failures. First, a multipath stru
ture for the SPM is found andthen, the load balan
ing fun
tion 
an be optimized. The 
ontribution of this paper is a
on
ise presentation of a linear program (LP) that optimizes the load balan
ing fun
tionof the SPM for network dimensioning in su
h a way that the amount of transportabletra�
 with resilien
e requirements is maximized. In addition, the 
omplexity of the LP isinvestigated both theoreti
ally and by empiri
al data. This is 
ru
ial for the assessmentof the pra
ti
al appli
ability of this optimization approa
h.This paper is organized as follows. Se
tion 2 gives an overview on prote
tion swit
hingte
hniques. Se
tion 3 explains the LP for the optimization of the SPM load balan
ingfun
tions and analyzes its 
omplexity. Se
tion 4 investigates the 
apa
ity gain for tra�
with resilien
e requirements in networks using the SPM instead of simple IP rerouting;furthermore, 
omputation time and memory 
onsumption of the optimization programare studied by experimental data. Finally, the 
on
lusion in Se
tion 5 summarizes thiswork and gives an outlook on further resear
h.2 Overview on Resilien
e Me
hanismsIn this se
tion we give a short overview on various resilien
e me
hanisms to 
ontrast theSPM against other approa
hes.2.1 Restoration Me
hanismsAs mentioned before, restoration me
hanisms take a
tions only after a network failure.They try to �nd new routes or set up expli
it ba
kup paths when the tra�
 
annot beforwarded anymore due to link or node failures. The disadvantage of su
h methods isobvious: they are slow. The re-
onvergen
e of the IP routing algorithm is a very simpleand robust restoration me
hanism [3, 4℄. Another example are ba
kup paths in MPLSthat are set up after a network failure.2.2 Prote
tion Swit
hing Me
hanismsThe authors of [5℄ give a good overview on di�erent prote
tion swit
hing me
hanisms forMPLS.2.2.1 End-to-End Prote
tion with Primary and Ba
kup PathsBa
kup paths are set up simultaneously with primary paths and in 
ase of a failure, thetra�
 is just shifted at the path ingress router of a broken primary path to the 
orre-sponding ba
kup path. This is 
alled end-to-end prote
tion. It is faster than restorationmethods but the signalling of the failure to the path ingress router takes time and tra�
being already on the way is lost.
2



2.2.2 Fast Reroute Me
hanismsMPLS fast reroute (FRR) ta
kles the problem of lost tra�
 in 
ase of end-to-end pro-te
tion. Ba
kup paths towards the destination are set up not only at the ingress routerof the primary path but at almost every node of the path [6, 7℄. Then, a ba
kup path isimmediately available if the path breaks at some lo
ation. Currently, fast reroute me
h-anisms are also dis
ussed for IP networks. Several solutions are being dis
ussed but apreferred method is not yet established [8�11℄.2.2.3 Self-Prote
ting MultipathThe self-prote
ting multipath (SPM) has been presented �rst in [1, 2℄. Its path layout
onsists of disjoint paths and the tra�
 is distributed over all of them a

ording to atra�
 distribution fun
tion (see Figure 1). If a single path fails, the tra�
 is redistributedover the working paths a

ording to another tra�
 distribution fun
tion su
h that notra�
 is lost. Thus, a spe
i�
 tra�
 distribution fun
tion is required for every patternof working paths.
Figure 1: The SPM performs load balan
ing over disjoint paths a

ording to a tra�
distribution fun
tion whi
h depends on the working paths.2.3 Routing OptimizationThe tra�
 matrix and the paths of the �ows together determine the resour
e demandson the links. The layout of the paths may be optimized to minimize either the linkutilization or the required network 
apa
ity. In the following, we address brie�y di�erentoptimization obje
tives to distinguish our optimization problem from others.2.3.1 Routing Optimization in Combination with Network DimensioningIn not yet provisioned networks, the network 
apa
ity and the routing may be determinedtogether. If failure s
enarios are not taken into a

ount, shortest path routing requiresthe least 
apa
ity. With resilien
e requirements, however, ba
kup resour
es may beshared by di�erent �ows in di�erent failure s
enarios. Routing optimization 
an redu
ethe required network 
apa
ity 
onsiderably by maximizing the 
apa
ity sharing. Thishas been exempli�ed by [1℄ and [12℄. 3



2.3.2 Routing Optimization for Lega
y NetworksIn already provisioned networks or lega
y networks, the 
apa
ity of the links is �xed. Ifthe tra�
 matrix is given, the maximum link utilization in the network under failure-free
onditions 
an be minimized by a suitable routing. This has been done for IP net-works [13℄, for MPLS networks, and for hybrid networks [14℄. If restoration or prote
tionswit
hing is applied, the target is the minimization of the maximum link utilization inany failure 
ase. This has been done for IP networks [3, 4℄ and for MPLS networks [15℄.Thereby, ba
kup 
apa
ities may be shared by di�erent �ows and in di�erent failures
enarios. The obje
tive of this work is to optimize the SPM in su
h a way that the max-imum link utilization in any prote
ted failure s
enario is minimized. This is equivalentto a maximization of the amount of transportable tra�
 with resilien
e requirements bys
aling up the tra�
 matrix up to the point where tra�
 is lost in at least one failures
enario.3 Optimization of the SPM for Deployment in Lega
y NetworksThe SPM 
onsists of parallel paths over whi
h the tra�
 is distributed a

ording to a loadbalan
ing fun
tion. A suitable 
hoi
e of the multipath layout and the optimization of thepath failure spe
i�
 load balan
ing fun
tion 
an minimize the maximum link utilization
ρmax in any prote
ted failure s
enario. First, we address the path layout, then we explainthe linear program for the optimization of the load balan
ing fun
tions, and �nally, weanalyze the 
omplexity of the linear program.3.1 Path LayoutFirst we 
onsider algorithms to �nd disjoint parallel paths and then we address theproblem of SRLGs.3.1.1 Algorithms for Disjoint Parallel PathsThe SPM 
onsists of disjoint parallel paths su
h that the remaining paths are still workingif a single path fails due to the failure of a single network element. Some networktopologies do not allow to �nd disjoint paths, but we do not 
onsider that 
ase in thisinvestigation and there are workarounds to 
ope with that problem.A very intuitive method to �nd link or node disjoint paths in a network is based onthe shortest path algorithm. The disjoint paths are obtained iteratively: on
e a shortestpath between a pair of nodes is found, its links and interior nodes are removed fromthe topology. When no additional path 
an be found, the algorithm stops. This simpleapproa
h 
annot always �nd disjoint paths (see Figure 2(a)) although a disjoint pathssolution exist, or it may not always �nd the shortest disjoint paths (see Figure 2(b)).Bhandari's book [16℄ gives a good overview on di�erent algorithms to �nd disjoint pathsin networks and we use them in our software. In this work, we try to �nd at most 5 linkand node disjoint paths for the path layout of the SPMs.
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(a) It prohibits a another disjoint path. (b) It in
reases the length of the shortest dis-joint path.Figure 2: Impa
t of the wrong sele
tion of the �rst shortest path.3.1.2 Adaptation to SRLGsShared risk link groups (SRLGs) are sets of links in a network that may fail simulta-neously. Reasons may be, e.g., links on di�erent wavelengths within a 
ommon �ber orlinks on di�erent �bers within a 
ommon du
t � they fail together in 
ase of an ele
-troni
 devi
e failure or �ber 
ut. Another frequent reason for SRLGs are router failures.To work with SRLGs, the disjoint paths of SPMs should not 
ontain links of the sameSRLGs; otherwise, several paths of the SPM fail simultaneously and they do not pro-te
t ea
h other anymore. Therefore, an adaptation of the paths layout to SRLGs mustavoid links of 
ommon SRLGs on disjoint paths. This is a di�
ult NP-hard problem [17℄whi
h 
annot be solved e�
iently for general SRLGs. However, spe
i�
 SRLGs 
an berespe
ted e�
iently, e.g. by node disjoint paths like in this work. The path layout forSPMs in 
ase of SRLGs is not the fo
us of our work but rather the optimization of thepath failure spe
i�
 load balan
ing fun
tions for SPMs in the next se
tion.3.2 Optimization of the Load Balan
ing Fun
tionsThe obje
tive of this se
tion is the optimization of the path failure spe
i�
 load balan
ingfun
tions for SPMs. First, we explain our notation of path 
on
epts, then we introdu
eimpli
ations of failure s
enarios, and �nally, we propose two simple heuristi
s and an exa
toptimization for the load balan
ing fun
tions to minimize the maximum link utilizationof all prote
ted failure s
enarios.3.2.1 Notation of Network Con
eptsWe introdu
e some basi
 notation from linear algebra that we use to model links, tra�
aggregates, single paths, and multipaths.Let X be a set of elements, then X
n is the set of all n-dimensional ve
tors and X

n×m theis set of all n×m-matri
es with 
omponents taken from X. Ve
tors x ∈ X
n and matri
es

X ∈ X
n×m are written bold and their 
omponents are written as x =

( x0

·
xn−1

) and X =
( x0,0 ··· x0,m−1

· ·
xn−1,0 ··· xn−1,m−1

)

. The s
alar multipli
ation c·v and the transpose operator ⊤ are de�nedas usual. The s
alar produ
t of two n-dimensional ve
tors u and v is written with the helpof matrix multipli
ation u⊤v =
∑n

i=1 ui ·vi. Binary operators ◦ ∈ {+,−, ·} are applied5




omponent-wise, i.e. u ◦ v = (u0 ◦ v0, . . . , un−1 ◦ vn−1)
⊤. The same holds for relationaloperators ◦ ∈ {<,≤,=,≥, >}, i.e. u ◦ v equals ∀ 0 ≤ i < n : ui ◦ vi. For simpli
ityreasons we de�ne spe
ial ve
tors 0=(0, . . . , 0)⊤ and 1=(1, . . . , 1)⊤ with 
ontext spe
i�
dimensions.A network N = (V, E) 
onsists of n = |V| nodes and m = |E| unidire
tional links. Thelinks are represented as unit ve
tors ei ∈ {0, 1}m, i.e. (ei)j = 1 if i = j, and (ei)j = 0 if

i 6= j for 0≤ i, j <m. We denote tra�
 aggregates between routers vi∈V and vj ∈V by
d=(i, j) and the set of all aggregates by D={(i, j) : 0≤ i, j <n and i 6=j}. A single path
p between two distin
t nodes is a set of 
ontiguous links represented by a link ve
tor
p∈{0, 1}m. The basi
 stru
ture of an SPM for a tra�
 aggregate d is a multipath Pdthat 
onsists of kd paths pi

d for 0≤ i < kd that are link and possibly also node disjointex
ept for their sour
e and destination nodes. It is represented by a ve
tor of single paths
Pd = (p0

d, ...,pkd−1
d ). Thus, a multipath is des
ribed by a matrix Pd∈{0, 1}kd×m.3.2.2 Impli
ations of Failure S
enariosA failure s
enario s is given by a set of failing links and nodes. The set of prote
tedfailure s
enarios S 
ontains all outage 
ases in
luding the normal working 
ase for whi
hthe SPM should prote
t the tra�
 from being lost. The failure indi
ation fun
tion

φ(p, s) yields 1 if a path p is a�e
ted by a failure s
enario s; otherwise, it yields 0. Thefailure symptom of a multipath Pd is the ve
tor fd(s)=
(

φ(p0
d, s), ..., φ(pkd−1

d , s)
)⊤ andindi
ates its failed single paths in 
ase of failure s
enario s. Thus, with a failure symptomof fd = 0, all paths are working while for fd = 1 
onne
tivity 
annot be maintained. Inthis work, we take the prote
tion of all single link or node failures into a

ount su
hthat at most one single path of an SPM multipath fails. The set of all di�erent failuresymptoms for the SPM Pd is denoted by Fd ={fd(s) :s∈S}.Normally, all tra�
 aggregates d ∈ D are a
tive. If routers fail, some demands disap-pear whi
h leads to a tra�
 redu
tion that is expressed by the failure s
enario spe
i�
set of aggregates Ds.

• No Tra�
 Redu
tion (NTR): We assume hypotheti
ally that failed routers loseonly their transport 
apability for transit �ows but they are still able to generatetra�
. Therefore, we have Ds =D.
• Sour
e Tra�
 Redu
tion (STR): If a 
ertain router fails, all tra�
 aggregates withthis sour
e node disappear.
• Full Tra�
 Redu
tion (FTR): We assume that tra�
 aggregates with failed sour
eor destination are stalled.We use FTR for the 
omputation of the results in this paper, but we 
onsidered alloptions for network dimensioning in [18℄ and analyzed their impa
t.
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3.2.3 The Load Balan
ing Fun
tion and Simple Heuristi
sThere is one SPM for ea
h tra�
 aggregate d ∈ D. This SPM has a load balan
ingfun
tion to distribute the tra�
 over its kd di�erent paths. If 
ertain paths fail, whi
his indi
ated by the symptom fd(s), the load balan
ing fun
tion shifts the tra�
 to theremaining working paths. Thus, the SPM needs a load balan
ing fun
tion lfd for ea
hsymptom f ∈ Fd that results from any prote
ted failure s
enarios s∈S. Sin
e the loadbalan
ing fun
tion lfd ∈ (R+
0 )kd des
ribes a distribution, it must obey

1⊤lfd=1. (1)Furthermore, failed paths must not be used, i.e.
f⊤lfd=0. (2)A simple example for load balan
ing fun
tion is equal load balan
ing over all workingpaths, i.e., lfd = 1

1⊤(1−f)
· (1 − f). Another relatively simple option is balan
ing the loadover the partial paths pi
d indire
tly proportionally to their length (1⊤pi

d). This 
an be
omputed by (lfd )i = 1−fi

1⊤pi
d

/

(

∑

0≤j<kd

1−fj

1⊤p
j

d

). Both heuristi
s require a lot of ba
kup
apa
ity [2℄. Therefore, optimization of the load balan
ing fun
tion is required.3.2.4 Optimization of the Load Balan
ing Fun
tionThe optimization 
on�gures the load balan
ing fun
tions in su
h a way that the maximumlink utilization ρmax is minimal in any failure s
enario s∈S for given link 
apa
ities anda given tra�
 matrix.The tra�
 rate asso
iated with ea
h tra�
 aggregate d ∈ D is given by c(d) and
orresponds to an entry in the tra�
 matrix. We des
ribe the network 
apa
ity by abandwidth ve
tor b ∈ (R+
0 )m, whi
h 
arries a 
apa
ity value for ea
h link. Similarly, theve
tor indi
ating the tra�
 rates on all links, whi
h are indu
ed by a spe
i�
 SPM Pdand a spe
i�
 failure symptom f ∈Fd, is 
al
ulated by Pd · lfd · c(d).We now formulate 
onstraints for the tra�
 transport over the network in all prote
teds
enarios s∈S under the side 
onstraint that all links have a maximum utilization of ρmax.In pa
ket swit
hed networks, resour
es are not physi
ally bound to tra�
 aggregates. Iftra�
 is rerouted due to a lo
al outage, the released resour
es 
an be immediately reusedfor the transport of other tra�
. Under this assumption, the 
apa
ity 
onstraints are
∀s ∈ S :

∑

d∈Ds

Pd · l
fd(s)
d · c(d)≤b · ρmax. (3)In [2,18℄, we have also proposed 
onstraints that apply when 
apa
ity 
annot be reused,but we have investigated them in the 
ontext of network dimensioning.The obje
tive of the optimization is the minimization of the maximum link utilization

ρmax. The free variables, whi
h must be set in the optimization pro
ess, are the loadbalan
ing fun
tions ∀d∈D ∀f ∈Fd : lfd∈ (R+
0 )kd and the maximum link utilization ρmaxitself. The following 
onstraints must be respe
ted in the optimization pro
ess to obtainvalid load balan
ing fun
tions and to avoid overload on the links.7



• (C0): Equation (1) assures that the load balan
ing fun
tion is a distribution.
• (C1): Equation (2) assures that failed paths will not be used.
• (C2): Equation (3) assures that the bandwidth su�
es to 
arry the tra�
 in allprote
ted failure s
enarios.3.3 Analysis of the Linear Program ComplexityWe estimate the number of free variables and the number of 
onstraints of the LP de-pending on the network size sin
e they in�uen
e its 
omputation time and memory
onsumption.3.3.1 Number of Free VariablesThe maximum link utilization ρmax is just a single free variable. The 
onsideration ofthe load balan
ing fun
tions l

fd(s)
d is more 
omplex. One SPM exists for ea
h tra�
aggregate d∈D and for ea
h SPM a load balan
ing fun
tion lfd is needed for every SPMfailure symptom f ∈Fd. A load balan
ing ve
tor has an entry for ea
h of the kd pathsof the SPM. There is one load balan
ing ve
tor for ea
h SPM failure symptom. We takeall single link and node failures into a

ount in addition to the working s
enario, so wehave exa
tly |Fd|=kd+1 di�erent failure symptoms. We use a full tra�
 matrix in ourstudy, thus, the number of tra�
 aggregates is |D|=n · (n−1). We denote the averagenumber of outgoing links per node by the average node degree degavg whi
h 
an be
al
ulated by degavg = m

n
. The average number of disjoint paths for all SPMs is given by

k∗= 1
|D| ·

∑

d∈D kd and it is smaller than the average node degree degavg . Taking this intoa

ount, the overall number of free variables is ∑

d∈D kd·(kd+1)≈n·(n−1)·k∗ ·(k∗+1) ≤ m2.Thus, the number of free variables s
ales quadrati
ally with the number of links in thenetwork.3.3.2 Number of ConstraintsWe 
al
ulate the number of 
onstraints resulting from (C0), (C1), and (C2) of the pre-vious se
tion. Both (C0) and (C1) require for ea
h path failure spe
i�
 load balan
ingfun
tion one 
onstraint su
h that we get nC0 = nC1 =
∑

d∈D(kd +1) ≈ n · m di�erentequations. Constraint type (C2) requires an equation for ea
h link and for ea
h pro-te
ted failure s
enario, i.e. for the working s
enario and all single link and node failures.Therefore, the number of 
onstraints for (C2) is exa
tly nC2 = m · (1 + m + n). Thus,the overall number of 
onstraints is roughly m2 +3 · m · n+m. Hen
e, the number of
onstraints also s
ales about quadrati
ally with the number of links in the network.4 ResultsIn this se
tion, we show �rst the e�
ien
y of the SPM as prote
tion swit
hing me
hanism.Then, we illustrate the 
omputation time and the memory requirements of the above8



des
ribed optimization algorithm for four di�erent LP solving approa
hes and illustratethe dependen
y of the 
omputation time on the network stru
ture size.4.1 E�
ien
y of the SPM as a Prote
tion Swit
hing Algorithm
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ted transmission gain of the SPM 
ompared to SPR for random networksdepending on their average number of average parallel paths.We show by means of a multitude of sample networks that the SPM is a very e�-
ient prote
tion swit
hing me
hanism. The degree of a network node is the number ofits outgoing links. We 
onstru
t sample networks for whi
h we 
ontrol the number ofnodes n∈{10, 15, 20, 25, 30, 35, 40}, the average node degree degavg ∈{3, 4, 5, 6}, and thedeviation of the individual node degree from the average node degree degmax ∈{1, 2, 3}.We use the algorithm of [2℄ for the 
onstru
tion of these networks sin
e we 
annot 
ontrolthese parameters rigidly with the 
ommonly used topology generators [19�23℄. We sam-pled 5 networks for ea
h of the 84 di�erent network 
hara
teristi
s and tested altogether420 di�erent networks.We 
onsider the maximum link utilization of a network in all single link and routerfailure s
enarios s ∈ S and 
ompare it for SPM (

ρSPM
max

) and shortest path rerouting
(

ρSPR
max

) based on the hop 
ount metri
. We de�ne the prote
ted 
apa
ity gain γ =

ρSPR
max /ρSPM

max to express how mu
h more tra�
 
an be transported by SPM than by SPRat the same maximum link utilization in the network. Figure 3 shows the prote
ted
apa
ity gain for these networks under the assumption of a homogenous tra�
 matrixand homogeneous link bandwidths, i.e. the entries of the tra�
 matrix are all the sameand all links of a network have the same bandwidth. Ea
h point in the �gure stands forthe average result of the 5 sample networks with the same 
hara
teristi
s. The shapeand the size of the points determines the network 
hara
teristi
s, the 
orresponding x-
oordinates indi
ate the average number of disjoint paths k∗ for the SPMs in networks,and the y-
oordinates show the prote
ted 
apa
ity gain of the SPM. The �gure reveals9



an obvious trend: the prote
ted 
apa
ity gain of the SPM in
reases signi�
antly withan in
reasing number of disjoint parallel paths k∗ in the networks. Networks with thesame average node degree degavg are obviously 
lustered sin
e the average node degree
degavg and k∗ are strongly 
orrelated. Networks with a small deviation degmax

dev regardingtheir average node degree (
ir
les) have a larger k∗ than those with a large degmax
dev(diamonds). Large networks lead to a slightly larger prote
ted 
apa
ity gain than smallnetworks, however, this trend is not so obvious. After all, the SPM is quite e�
ientsin
e it 
an 
arry 50% to 200% more prote
ted tra�
 than SPR in su�
iently meshednetworks.
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Figure 5: Topology of the COST239 network.Finally, we 
onsider two real networks whose topologies are depi
ted in Figure 4 andFigure 5. The �rst one is an experimental network from the proje
t KING [24℄ whilethe se
ond one 
omes with a provisioned links and a real tra�
 matrix [25, 26℄. TheSPM leads to 61.5% more prote
ted 
apa
ity in the Labnet03 and to 138% more inthe COST239 network 
ompared to SPR rerouting. If we take into a

ount the link
apa
ities and the tra�
 matrix of the COST239 network, the SPM a
hieves even 109%10



more prote
ted 
apa
ity than SPR rerouting. Thus, SPR is inadequate if the tra�
matrix and the 
apa
ity provisioning do not �t well together. In 
ontrast, SPM 
opeswell with that situation.4.2 Experimental Runtime Analysis of the Optimization AlgorithmWe study the optimization algorithm regarding its 
omputation time and memory 
on-sumption sin
e both have a tremendous impa
t on its feasibility in pra
ti
e. First, wegive a short introdu
tion to linear programs (LP) and an overview on the tested solvers.Then, we report on the memory 
onsumption and the 
omputation time of the di�erentLP solvers that were required to 
al
ulate the numeri
al results above.4.2.1 Linear Programs and LP SolversThe solutions of LPs may 
onsist of rational numbers, they may be restri
ted to integersolutions, then the problems are 
alled integer (linear) programs (IP, ILP), or they may bepartly restri
ted to integer solutions, then the problems are 
alled mixed integer (linear)programs (MIP, MILP)) [27℄. ILPs or MILPs are NP-
omplete problems. Fortunately,our LP formulation has a rational solution. Therefore, it 
an be used by the Simplexalgorithm or by interior point methods (IPMs). Simplex is quite fast in general butit has an exponential runtime in the worst 
ase. In 
ontrast, IPMs run in polynomialtime [28℄ but they are more 
omplex. We implemented the above LP with the followingfour di�erent free available LP solvers.
• GLPK: The GNU Linear Programming Kit [29℄ whi
h o�ers both a Simplex andan IPM based solver, but we show only the results for the Simplex option sin
e itis faster.
• BPMPD: The BPMPD solver whi
h is based on IPMs [30℄.
• CLP: The COmputational INfrastru
ture for Operations Resear
h (COIN-OR)solver whi
h is also 
alled CLP solver [31℄.
• LPSolve: The LPSolve solver [32℄.Due to li
ense issues, we avoided 
ommer
ial standard software. We used the SuSE9.1 operating system on an Intel Pentium 4 with a CPU of 3.20 GHz and 2 GB RAM toprodu
e the following results.4.2.2 Computation Time of Di�erent LP SolversWe optimized all networks with ea
h of the four di�erent LP solvers and measured the
omputation time. Figure 6 shows the average 
omputation time for ea
h solver depend-ing on the network size in links. The almost straight lines in the double-logarithmi
plot show that the 
omputation time in
reases polynomially with the number of links.The 
omputation time di�ers 
learly among the solvers. CLP 
an solve even the largest11
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Figure 6: Average 
omputation time of the GLPK, BPMPD, CLP, and LPSolve for theoptimization of di�erent random networks depending on the network size inlinks only.networks within an hour for whi
h the other produ
ts take longer than a day. Therefore,we re
ommend the CLP solver for the implementation of the optimization program.4.2.3 Memory Consumption of Di�erent LP Solvers
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Figure 7: Average memory 
onsumption of the CLP and GLPK solvers for the optimiza-tion of di�erent random networks depending on the network size in links only.
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Figure 7 shows the average memory memory 
onsumption of the optimization programdepending on the network size in links for the CLP and the GLPK sin
e it seems to bethe se
ond fastest LP solver. Again, the straight lines show a polynomial growth of thememory 
onsumption with the number of links in the network. For small networks theprogram size of CLP is signi�
antly larger than the one of GLPK, but for large networksthe relation is vi
e-versa. Hen
e, CLP is the suitable LP solver for our optimizationproblem both from a 
omputation time and memory 
onsumption point of view.4.2.4 Detailed Analysis of the Computation Time for the CLP
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Figure 8: Average 
omputation time of the CLP for the optimization of di�erent randomnetworks depending on the network size in links and nodes.Figure 8 shows the average 
omputation time of the optimizations using the CLPdepending on network size in links and in nodes. The number of links m in the networkhas a 
learly larger impa
t on the 
omputation time than the number of nodes n whi
h
on�rms our theoreti
al �ndings in Se
tion 3.3. If networks have the same size in terms oflinks but not in terms of nodes, it takes more time to optimize the SPM for the networkswith fewer nodes. Those networks have a larger average node degree degavg = m
n

thanthe others and thereby a larger average number k∗ of disjoint parallel paths per sour
e-destination pair. We used the approximation kd≈k∗≈m
n
for the analysis of the program
omplexity, but it is more a

urate for large degavg . Thus, the 
omplexity of linearprograms for networks with smaller degavg is overestimated 
ompared to those withlarger degavg and the same number of links. Therefore, they run faster.
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5 Con
lusionIn this paper we have reviewed several prote
tion swit
hing me
hanisms and, in parti
-ular, the self-prote
ting multipath (SPM). Its stru
ture is 
omposed of disjoint pathsthat 
an be 
al
ulated by a shortest disjoint paths algorithm. The tra�
 is distributedover these paths a

ording to a load balan
ing fun
tion that 
an be optimized in su
h away that the maximum link utilization of all links is minimized in all prote
ted failures
enarios. This minimization is equivalent to a maximization of the prote
ted transport
apa
ity of the network. We formulated the optimization algorithm for the load balan
ingfun
tions as a linear program (LP).We performed a numeri
al study based on random and existing networks and tookinto a

ount the prote
tion of all single link and node failures. We showed that the SPMis a very e�
ient prote
tion swit
hing me
hanism sin
e the SPM outperforms standardIP rerouting based on shortest paths: 50% - 200% more prote
ted tra�
 
an be 
arriedif su�
iently many disjoint paths 
an be found in a network. We �rst analyzed the
omplexity of the LP theoreti
ally and then illustrated its 
omputation time and memory
onsumption experimentally. The program 
omplexity is dominated by the number oflinks in the network and both the 
omputation time and the memory 
onsumption s
alepolynomially. We studied several LP solvers and the COIN LP (CLP) proved to be themost suitable solver sin
e it was both the fastest one and the one with the least memory
onsumption.After all, the SPM is a 
apa
ity-e�
ient and simple prote
tion swit
hing me
hanismand, therefore, its appli
ation in pra
ti
e is of interest. It is well appli
able in small andmedium size networks due to the moderate 
omputation time and memory demand of theoptimization program whi
h is required for its 
on�guration. However, the 
on�gurationof the SPM in large networks requires a fast heuristi
 algorithm whi
h is one of our
urrent resear
h issues.A
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