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1 Introduction

The Internet has evolved in the last 30 years from a scientists network to a com-

munication and information media for everybody. This rapid development was en-

abled by the open and modular standards the Internet is based on. With the

exponential growth of the Internet with regard to users and carried traffic, the

econonomic dimension became an important factor of commercial relevance.

Technical innovation is the main driver for the growth of the Internet. A good

example for technology driven growth is the development of the hyper link tech-

nology behind the WWW in 1990 and the first WWW browser in 1993. These

technologies opened the Internet for people that were not that familiar with com-

puters – which enabled a wider range of users to participate in the Internet.

The main technological trends seen today are: steady growing bandwidth in

the core and access network, user mobility, wireless access networks, convergence

of telecommunication and data networks, and Quality of Service (QoS) differenti-

ation. These trends are driven by economical interests of the network and service

providers. Before implementing, performance analysis is applied for the develop-

ment and dimensioning of these novel Internet protocols and services. The analy-

sis depends often on the traffic characteristics and the user behavior. To improve

the accuracy of this analysis, flexible and realistic traffic models are needed as in-

put.
1



1   Introduction
This monograph investigates the characterization of Internet traffic from a

user perspective. For this goal measurements of Internet access network traffic are

analyzed. The derived characterization is used to develop flexible models that can

be used for the performance analysis of Internet protocols and services.

For the analysis of the measurement a profound knowledge on the observed

Internet protocols and applications is required. An introduction to the relevant

protocols and applications, i.e. the TCP/IP protocol stack is given in Chapter 2.

The measurements, on which this monograph is based on, are addressed in the fol-

lowing Chapter 3. We present the setup and environment of the measurement and

a basic evaluation of the measured data. The analysis of the measurement is con-

tinued in Chapter 4, where the most frequent observed applications are analyzed

in detail. The protocol objects and their temporal relation is described down to the

connection level. Chapter 5 discusses the influence of the access speed to the traf-

fic characteristics. This evaluation was enabled by the measurement of the packet

stream and the access log file data. The results are compared to a measurement in

an ADSL environment, which provides a multiple faster access speed. To give a

usable model of the most frequent observed applications, we discuss in Chapter 6

the issue of heavy-tailed distributions in the context of Internet traffic modelling.

Based on the discussion we give fitting distribution and their parameters for the

model components. Chapter 7 summarizes the results of the monograph and gives

an outlook to the applicability of the results with regard to current development of

Internet traffic.
2



2 Internet Traffic and Protocol 
Characteristics

The term “Internet traffic” describes all data traffic transported with the Transmis-

sion Control Protocol/Internet Protocol (TCP/IP) protocol suite. According to the

hourglass model depicted in Figure 2.1, the IP protocol is the common denomina-

tor for all Internet traffic. A variety of different technologies and protocols are

used for the physical transport of the TCP/IP data, such as optical and electrical

IP

Ethernet,
SONET,

ATM, PPP

WWW, telnet,
FTP, e-mail,

UDP,
TCP 

Figure 2.1: Internet hourglass model.
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2   Internet Traffic and Protocol Characteristics
transmission with the protocols Ethernet (CSMA-CD), Asynchronous Transfer

Mode (ATM) or Synchronous Optical NETwork (SONET). Common to all TCP/

IP traffic is the utilization of the IP protocol for moving the packets around in the

network. On higher protocol layer the data is transported with different protocols

such as TCP or User Datagram Protocol (UDP). The data origins of a variety of

applications that are invoked by the users, such as Telnet, e-mail or the World

Wide Web (WWW). In this chapter, we will describe the functionality of the lay-

ers of the TCP/IP protocol suite and introduce a model for characterizing Internet

traffic for teletraffic modeling purposes. The protocols below the IP layer, that is,

Ethernet, SONET, ATM, Point to Point Protocol (PPP), etc., will not be reviewed

in detail, since they provide the transport of the bit stream at a dedicated speed

without significantly altering the traffic characteristic itself. The influence of the

data transmission speed is perceived by the user and the feedback introduced

thereby is discussed in Chapter 5. The protocols relevant for traffic characteriza-

tion are reviewed in detail in the following sections.

2.1 Hierarchical Internet Traffic Model

The International Standards Organization (ISO) published the so called Open Sys-

tems Interconnection (OSI) Reference Model in order to allow an abstract descrip-

tion of inter-computer communication in an efficient and clear way. Even if the

Internet protocol, that is, the TCP/IP protocol suite, was developed prior to the

ISO/OSI reference model this reference model is useful for describing network

protocols. Thus, we describe the functionality of the TCP/IP protocol stack by

means of the ISO/OSI reference model. Besides the protocols functionality a tem-

poral component is required for traffic characterization, which will be introduced

in Section 2.1.2.
4



2.1   Hierarchical Internet Traffic Model
2.1.1 TCP/IP Protocol Stack

The TCP/IP protocol suite is organized, as most modern communication proto-

cols, in a layered model. In the case of TCP/IP, the protocol suite is designed in a

four layer model [82, 83, 84]. 

Figure 2.2 shows the protocol layers, their relation to the ISO/OSI reference

model and examples of the corresponding protocols.The layers are as follows:

Link Layer (Host-to-Network)
By means of using standard network protocols the link layer offers the functional-

ity of the physical and data link OSI layers. This layer gathers all network func-

tions for accessing the physical transmission media. The physical part of the link

layer handles the transfer of the raw bit data to and from the medium and delivers

the required interfaces. The data link part of the link layer performs the logical

Figure 2.2: ISO/OSI network protocol stack and the 
equivalent TCP/IP stack.

Physical

Datalink

Network

Transport

Session

Presentation

Application

Physical

Datalink

Network

Transport

Session

Presentation

Application

Host-to-
Network

Internetwork

Transport

Application

ISO/OSI Internet (TCP/IP) Protocols

HTTP, FTP, E-Mail

TCP, UDP

IEEE 802.3, PPP

IP
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2   Internet Traffic and Protocol Characteristics
link control (LLC), that is, formatting the data for the medium and performing low

level error and flow control. The medium access control (MAC) part of the data

link layer controls the access to the medium and resolves conflicts among attached

stations.

The most common protocols on the link layer are the Ethernet protocol fam-

ily, that is, IEEE 802.3 [37], and the Point to Point Protocol (PPP) [65] used in

modem dial-in connections.

The link layer does in general not influence or alter the traffic characteristics

of applications significantly, as long as flow control mechanisms on higher layers

prevent overload and the medium itself provides a low bit error rate. This is nor-

mally guaranteed for optical or electrical transmission. For wireless media the

control and error correction mechanisms and their interaction with higher protocol

layers are an important issue and have to be taken into account.

Network Layer
The IP protocol is used to connect all Internet nodes on the network layer. The

main tasks of the network layer are to implement addressing and to enable routing.

The IP protocol addressing is described in [70] and provides a means to deliver an

datagram, that is, data packet, from a source to a destination. The IP transmission

is called connectionless, since IP only delivers the datagram from hop to hop,

without giving feedback on delivery success. The IP protocol is seconded by the

Internet Control Message Protocol (ICMP) [67] to transfer state and error mes-

sages of the IP network. For delivering datagrams in local networks IP uses the

Address Resolution Protocol ARP [66] to discover the hardware addresses re-

quired by the protocols on link layer.

 Routing is used to direct the IP datagrams from source to destination. There-

fore the vast number of end systems in the Internet is organized in an hierarchical

manner, consisting of independent autonomous systems (AS), such as an univer-

sity campus or the intranet of a large company. This kind of organization helps to

reduce signalling overhead. For routing within ASs Interior Gateway Protocols

(IGPs), such as the Routing Information Protocol (RIP) [49], Open Shortest Path
6



2.1   Hierarchical Internet Traffic Model
First (OSPF) [57], or the Enhanced Internet Gateway Protocol (EIGRP), a propri-

etary CISCO extension to RIP, are used. Between ASs the Border Gateway Proto-

col (BGP) [78] is used as the most common Exterior Gateway Protocol (EGP).

The influence of the routing protocol to traffic characterization is restricted to

be responsible for providing connectivity at the best bandwidth possible, but does

not directly alter the application or user behavior. 

Transport Layer
The transport layer ensures reliable end-to-end data transport in the network. The

main tasks of the transport layer are multiplexing, error checking, sequencing, and

providing flow control. The transport layer acts as interface for applications to the

physical and link layer. For connection oriented communications the transport

layer also sets up the bidirectional communication. 

Since, the addressing scheme of UDP and TCP as well as the flow and con-

gestion control of TCP are important for traffic characterization, we will discuss

TCP and UDP later in this chapter.

Application Layer
The application layer in the TCP/IP protocol stack handles not only the applica-

tion details of particular applications, but also covers – if required – the function-

ality of the ISO/OSI session, presentation and application layer. Later in this

chapter we will introduce the most common applications and its protocols, such as

WWW, e-Mail, telnet, FTP.

The application layer is of high relevance for traffic modeling and character-

ization, since not only the applications have different characteristics for them-

selves, but also the user interacts directly with the applications.

Before presenting the protocols of the application and transport layer in de-

tail, we will introduce a temporal context into the traffic characterization model.
7



2   Internet Traffic and Protocol Characteristics
2.1.2 IP Traffic Characterization Model 

As pointed out in the section above, the upper two layers of the TCP/IP reference

model impact the traffic characteristics while the lower two layers are essential for

the data transfer capability of the system but are of minor influence to the traffic

characteristics. The two relevant layers, that is, transport and application layer, are

depicted in temporal context in Figure 2.3. Above these two layers we define a

new layer, called session layer, representing the users presence and general activ-

ity in the system. This session layer is distinct from the session layer defined in the

ISO/OSI reference model since a session encloses different applications. The his-

torical reasons for the identical naming will be motivated in the next Section 2.2.

The model describes the traffic on different layers by means of object volume

and temporal context, that is, the relation in time of the transmitted objects. The

kind of objects and its temporal relation depends on the protocol properties and

user interaction. The time period between the start of the transmission of two sub-

sequent objects is denoted as inter-arrival time (IAT). 

The time granularity increases from the session layer over the application

layer to the transport layer. Within an Internet session the user starts usually at

least one application, in many cases several applications. The applications could

overlap, for example a user might check his mail while surfing in the WWW. Each

of the applications causes data transmissions on the transport layer. These data

transmissions might result in a single UDP packet stream or result in more com-

plex structures, such as inter-depending TCP transmissions. For the characteriza-

tion of some complex applications it is reasonable to group TCP connections to

objects that are downloaded together.

In the following we will outline the session layer and review the applications

and transport protocols.
8



2.2   User Activity: Sessions
2.2 User Activity: Sessions

Classical teletraffic modeling is often based on (telephone-) calls and the related

call holding times [1]. In the context of the OSI/ISO model the technical process-

ing of a call would be described as session, that is, the process of capturing re-

sources.

Similar to a call in the telephone world, we define an Internet session in our

model as the process in which a user captures network resources. By this means, a

session describes the user activity on topmost layer. As difference to classical tele-

Figure 2.3: Relation of sessions, applications and TCP connections.

session session

application 2

appl. 3application 1

TCP

TCP

TCP

TCP

TCP

TCP

TCP

timeduration

IAT

time

time

IAT

duration
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2   Internet Traffic and Protocol Characteristics
phone systems the network resources are not captured exclusively by a user for

the duration of a session. The resource usage depends on the application usage and

personal communication behavior.

Technically, we have to discern between two different Internet access meth-

ods, that is, dial up access and always on access.

2.2.1 Dial Up Sessions

The most common Internet access for home users is to dial up to an Internet Ser-

vice Provider (ISP) with a modem connection. Usually a Point to Point (PPP) con-

nection is established from the computer of the user to the dial-in router of the ISP.

The telephone line of the user is busy for the duration of the session. The resource

phone line and a port of the dial-in router are captured and busy for the Internet

session, and similar to a traditional phone call the ISP records accounting data of

the Internet session which could be used for modeling of the captured resources

[28].

 In difference to traditional teletraffic modeling, the actual network load only

depends on the users activity and behavior and can not be deducted from the cap-

tured access resources. Correlating the network load with the Internet access

records of the ISP enables detailed insight to the user traffic.

2.2.2 Always-On Access

The always-on access is commonly provided in companies or universities. In the

case of home users with modern DSL Internet access the commonly provided flat

rate makes the access to a virtual always on access even if technical a modem ac-

cess is used. The user computer is connected permanently to the Internet, indepen-

dent of the actual Internet usage. To distinguish the traffic characteristics of a

single user is more complicated in the always on access scenario, since, no ac-

counting is provided for single users and the authentication is aligned to the com-

puter connected to the network.
10
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In this case the Internet session identification is equivalent to the identifica-

tion of user activity. Based on traffic measurements on packet level user activity is

detected and a session is said to be a period of activity not interrupted for more

than a predefined interval. This method was applied for WWW traffic for example

in [89]. Reasonable intervals of inactivity reach from 10 to 20 minutes. The disad-

vantage of this method is that it is not applicable accurately in scenarios of high

load, e.g., as in highly frequented computer laboratory where users capture work-

stations immediately when a working place gets idle.

In case of both access methods the network load is determined by the use of

applications. We will introduce the most common used applications in the follow-

ing.

2.3 Applications and Services

In the following we will describe the protocols of the most frequently observed

applications. In our measurement, cf. Section 3.2.2, HTPP, FTP, e-mail, Telnet and

News are the TCP based applications of relevance. For applications that use the

UDP protocol we will look at game traffic, DNS, NetBios and ICQ.

Like most of the Internet application protocols the above mentioned applica-

tions use the client-server paradigm of interaction. An application consists nor-

mally of a server and a client part, which could run on different computes or on

the same system. The server is an application that offers a service to the user,

while the client requests this service.

Users execute the client and request some service from the server. A server

receives the request and replies to the client. Servers usually are able to process

several requests of different clients at the same time.

Addressing between client and server is done in the TCP/IP protocol suite by

the socket concept. For TCP a socket consists of the transport protocol identifica-

tion (TCP, UDP,...), the IP address and a port number. Servers are usually ad-

dressed by the clients at the so called well-known port numbers [79], while on the

client side arbitrary port numbers are used.
11
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2.3.1 Web Surfing with the Hypertext Transfer Protocol

Today, most of the data transferred in the Internet is transferred with the Hypertext

Transfer Protocol (HTTP). It was designed in 1990 to enable the transfer of infor-

mation available in the Internet in an easy way and to bypass the complexity of

state-keeping protocols, such as the File Transfer Protocol (FTP). In the initial

form the protocol was intended to transfer only text or hypertext documents by re-

questing them from a server with a GET command [4].

At the time of the investigation two versions of HTTP are in use, that is

HTTP/1.0 [6] and HTTP/1.1 [30]. These versions of HTTP have, besides the core

functionality to retrieve documents, the following properties. HTTP allows clients

to signal their capabilities, e.g. the presentation capability, such as the character

set supported, to allow the server to adapt its response. Caching is supported, that

is, a previous downloaded file could be used by only retrieving the file properties.

HTTP/1.1 is optimized in performance and allows to specify byte ranges, enabling

the continuation of previously interrupted downloads. The file type transferred is

indicated by MIME encoding and file extensions.

Figure 2.4: Differences of web page download with HTTP/1.0 and HTTP/1.1.
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2.3   Applications and Services
The default applications utilizing the HTTP protocol are WWW browsers. In

this case the well-known port number 80 is used to access documents structured

with the Hypertext Markup Language (HTML). These documents, also called

web-pages, are structured pages with tags and frames. A page can contain text,

images, and other inline objects. HTML was originally defined in the IETF [5, 60,

74] and is now under development at the World Wide Web Consortium, w3c.org,

cf. [19]. A web-page is normally addressed by the use of an Uniform Resource

Locator (URL) [7], that describes the main access method of a document, its Inter-

net location and name. 

When a web page is interpreted by a WWW browser, the included inline ob-

jects are retrieved by subsequent requests. Depending on the protocol version of

HTTP a different number of TCP connections is used to download these inline ob-

jects, what also affects the overall download performance. Figure 2.4 depicts the

differences related to TCP connection usage in HTTP/1.0 and HTTP/1.1 for an ex-

ample web-page with four inline objects.

In HTTP/1.0 a single connection is used for every object contained in the

web-page. By default, most browsers open 4 TCP connections simultaneously for

every browser window. The overhead of connection establishment and the proper-

ties of the TCP congestion control, described in Section 2.4.2, reduce the effi-

ciency of HTTP/1.0 since most inline objects are too small to allow a efficient

utilization of available bandwidth.

To cope with these performance problems a “keep-alive”-option was intro-

duced to HTTP/1.0 clients [29] and included as persistent connections with opti-

mized proxy handling and caching in HTTP/1.1. With persistent connections

multiple objects can be transmitted in a single TCP connection. In doing this, the

connection setup and termination overhead is reduced and the connections are en-

abled to utilize higher bandwidth. A discussion of the efficiency of HTTP/1.0 and

HTTP/1.1 under various conditions is given in [86, 62].
13
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2.3.2 File Transfer Protocol

The File Transfer Protocol (FTP) [72] is the standard Internet protocol to transfer

files. It utilizes the well-known port numbers 20 and 21 on the server side to give

access to files on remote systems with the TCP protocol. 

FTP is designed to operate between different hosts with different file and op-

erating systems. This broad applicability was achieved by detailed control options

with regard to file type, format control, structure, and transmission mode of the

data transfer. Nowadays most implementations restrict the control options to the

choice of binary or ASCII transfer. The remaining options are either antiquated or

replaced by mechanisms on higher protocol level.

As indicated in Figure 2.5 FTP uses two parallel connections to transfer files.

First a control connection is opened actively from the client to the server on port

21. This control connection remains open during the whole time of the clients and

servers communication. The control connection is used the transfer the users com-

mands to the server and the servers replies to the user. The type of this connection

is similar to a telnet connection. Besides the transfer of control information the

control connection is used to authenticate the user and to keep track of the state of

the transfer process.

The data connections are identified by the well-known port 20 on the server

side and are used for sending files from the client to the server, fetching files from

the server to the client and to transfer listings of files or directories from the server

Figure 2.5: Control and data connection in FTP sessions.
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2.3   Applications and Services
to the client. The data connections are opened passively by the client, indicating

which port number to use, and actively opened on demand by the server. The end

of a file is indicated by closing the data connection.

Compared to HTTP the FTP protocol is more complicated and involves more

overhead. But it provided means to access files interactive in times before hyper-

text was used for navigation. Further it provides an simple method to authenticate

the user, which is not given in HTTP.

2.3.3 Electronic-Mail

Electronic-mail (e-mail) is one of the most popular applications in the Internet. It

allows users to personally exchange letters in ASCII format, and, by the use of ex-

tensions, such as MIME [11], also the exchange of non-text documents.

Three protocols commonly are used for e-mail transport. These protocols are

described in the following.

Simple Mail Transfer Protocol
To send e-mail to mail servers and to exchange e-mail between mail servers the

Simple Mail Transfer Protocol (SMTP) [68] is used. In an access network such as

in the measurements evaluated in this work, only client traffic is recorded. Thus,

no traffic between mail servers is measured and the SMTP traffic can be identified

as sending mail.

The SMTP server waits on the well-known port 25 for e-mail transfers. A

transfer is accomplished by simple ASCII commands, identifying the communi-

cating systems, sender, receiver and body of the mail. It is possible to transfer

multiple messages in a single TCP connection, allowing effective batch process-

ing of e-mails. The connection is closed when the transfer is finished.

Since SMTP requires the server to be up to receive e-mails, most organiza-

tions use relay servers that store the e-mail for the user into a mailbox until the

mail is fetched. The following two protocols are used for this purpose. 
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Post Office Protocol
The Post Office Protocol version 3 (POP3) [59] is used to fetch messages from a

mail server. Similar to SMTP POP3 accesses e-mails with simple ASCII com-

mands. It also provides commands to authenticate the user, methods to request the

number of messages, and is able to list the size of the waiting messages.

The server is connected at the well-known port 110. Normally all waiting

messages are transferred in a single TCP connection, that ends when the transfer is

finished. Client implementations of POP3 might also allow only to download se-

lected messages and limit the message length. 

Internet Message Access Protocol
The Internet Message Access Protocol IMAP4 [20] has basically the same func-

tionality as the POP3 protocol, that is, to access e-mail on a remote server. Addi-

tionally it provides methods to administrate remote mailboxes and to filter and

search the stored e-mails.

An IMAP server is accessed on the well-known TCP port 143. Multiple mes-

sages are transferred in a single TCP connection. In many implementations this

connection stays open awaiting for new commands utilizing the TCP keep-alive

option.

2.3.4 Telnet

The Telnet Protocol [73] enables remote access to any host system by defining the

network virtual terminal (NVT). This NVT emulates the remote hosts terminal.

The telnet protocol connects the server on the well-known port 23 and handles

data and signaling transfer in a single TCP connection. Telnet transports user key-

board input and server responses in small packets, either a character at a time or a

line at a time.

The telnet protocol capabilities are used not only for terminal emulation but

also for applications that require keyboard input, such as FTP.
16
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2.3.5 Network News

Network News is a system to read and exchange articles – similar to e-mails – on

a worldwide system of servers. The related Network News Transfer Protocol

(NNTP) [43] is used to access the articles on a local server as well as to update the

servers. Nowadays the Network News functionality is often moved into a web

based interface, which enables the access to news groups by the HTTP protocol.

A news server is contacted on the well-known TCP port 119. The TCP con-

nection defines also the session context. It allows to navigate within the news

group hierarchy, to request and post articles.

2.3.6 Network Games

Network Games are observed in several variants. Typically we discern first person

shooters (Doom, Quake, Unreal), real time strategy (Star Craft, Age of Empires),

role playing (Diablo, Ultima Online, EverQuest) and simulation/adventure games.

First person shooters have also the most stringent network delay requirements but

also real time strategy and role playing require short response times. The band-

width required is normally designed for modem usage. Different communication

models are supported by network games, from peer-to-peer messaging to pure

server client communication [9, 10].

Similar to other applications these games could be identified by the port num-

bers they use. Due to the real-time requirement UDP is used instead of TCP as

transport protocol. In our measurement, cf. Section 3.2.2, we detected battlenet

games, i.e. StarCraft or Diablo on the UDP port 6112 and first person shooters,

such as Quake II on UDP ports 27910, 27911, 27912 and 27920.

2.3.7 Domain Name System

TCP applications use the Domain Name System (DNS) [54, 55] to map between

host names and IP addresses. As such, the DNS represents a distributed database,

which is queried before being able to open a TCP connection to an host with un-
17
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known IP address. To reduce traffic, DNS resolvers cache IP addresses, avoiding

repeated queries for the same address.

DNS requests and replies are transported with UDP and the server is con-

nected usually on port 53. Normally the request is a single UDP packet, as well as

the response is a single UDP packet.

2.3.8 NetBIOS

The NetBIOS service defines a name system for computers in a LAN. NetBIOS is

a defined API and not a protocol [58, 61]. A NetBIOS group is discovered and

joined by a host sending broadcast packets on UDP port 137. The name system of

such a group is independent from the hierarchical DNS. Since the scope of Net-

BIOS is the LAN, NetBIOS packets are normally not routed.

2.3.9 ICQ

ICQ is an Internet tool that allows to contact other users in form of an online chat.

ICQ normally runs on UDP port 4000, enabling peer-to-peer communication in

written form. Newer implementations also offer the option to integrate file trans-

fers and e-mail, while the initial version was a pure tool for Internet chat.

2.4 Transport Level

On transport level mainly two protocols are utilized: TCP for providing a connec-

tion oriented, reliable byte-stream service and UDP as simple datagram-oriented

transport protocol. TCP is used for the majority of all data transfers in the Internet,

while UDP is applied for real time applications and services as DNS lookup, that

require low overhead. In the following we describe the features of these protocols,

as far as they are relevant for traffic measurement and characterization.
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2.4.1 TCP and UDP Addressing

Both transport protocols, TCP and UDP, utilize the same addressing scheme.

Packets are identified by the TCP/UDP and IP header. For a complete description

of the header the user is referred to [82]. We will describe the addressing scheme

that allows to identify the hosts and applications involved in an Internet communi-

cation. The addressing scheme is the basis to evaluate the measurements.

The IP header contains the IP address of the source and destination end sys-

tems. An IP address is given by an 32-bit number, which is used to route the pack-

ets in the Internet. For higher routing efficiency these IP addresses could be

discerned in variable length parts, describing the network and subnetwork a host

belongs to, and the identity of the host. The protocol field in the IP header identi-

fies the protocol, which is carried over IP, normally one of TCP or UDP.

A complete TCP/UDP address is given by an IP address and a port number,

which is a 16 bit number, identifying the application or task the data is delivered

to or origins from, respectively. According to the client-server concept of most In-

ternet applications, the server side application is addressed with the so called well-

known port number of the range 1–1023. On the client side usually arbitrary port

numbers in the range 1024 – 5000 are used. These ephemal port numbers are uti-

lized only for the time a connection exists and then released for further usage. The

port numbers in the range up to 65535 are used to identify user defined servers

[82], for example online games. The well-known port numbers are defined in [79]

and are now maintained by the Internet Assigned Numbers Authority (IANA).

The combination of IP address, port number and protocol type is often named

socket, and describes one end of a TCP or UDP connection.

2.4.2 Transmission Control Protocol (TCP)

The Transmission Control Protocol (TCP) [71] is a connection-oriented and reli-

able protocol for the transmission of a byte-stream. The protocol is called connec-

tion-oriented, since an end-to-end connection is established before transmitting

data over the connectionless IP service. The TCP protocol ensures the reliable
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transport of packets by keeping the state of the connections. With help of the state

TCP ensures the correct packet ordering, and protects against packet loss or dupli-

cation. The reliable transport is achieved by the usage of positive acknowledge-

ments (ACKs). These ACKs are also interpreted for flow and congestion control

issues. Normally flow and congestion control is a task of the network layer, but in

the TCP/IP protocol stack this functionality is assigned to the transport layer, that

is, TCP is responsible for flow and congestion control.

TCP Signaling
TCP forms a full duplex data connection, and piggybacks the signaling informa-

tion used for flow and congestion control in the header of the data packets. If re-

quired, TCP sends empty data packets, that contain only signaling information.

Table 2.1 lists the flags used for signalling purposes and their meaning.

The SYN and ACK flag refer to the 32-bit sequence and acknowledgement

number fields in the TCP header, respectively. The sequence number is used to

unambiguously identify the first byte sent in a data packet and the acknowledge-

ment number is used to inform the sender of the next byte expected by the re-

ceiver. With these numbers the receiver is able to reconstruct the byte stream and

to inform the sender which data was received. To simplify the explanation of flow

and congestion control, we will speak of acknowledged packets, that is, the re-

ceiver informs the sender of a successful received packet by signaling the byte it

expects to receive next. The calculations for flow and congestion control are al-

flag meaning

SYN synchronize to sequence number
ACK acknowledge data
FIN finished sending data
RST reset connection
PSH pass data to application as soon as possible
URG urgent pointer

Table 2.1: TCP flags.
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ways based on multiples of the maximum segment size (MSS), which denotes the

maximum number of bytes that could be transmitted in a single packet.

Connection Setup and Termination
In normal client-server operation the server performs an passive open, that is, the

server waits to accept connections on a well-known port. The client performs an

active open, by initiating a 3 way handshake. As depicted in Figure 2.6, the client

sends a SYN packet to the server, requesting a connection. The server replies ac-

knowledging the clients SYN packet by issuing a SYN/ACK packet, with an own

sequence number for the byte stream from the server to the client. The client com-

pletes the 3-way handshake with an ACK. Within the two first packets, the sender

and receiver could specify the MSS they are willing to accept. This option reduces

the probability that the end-systems cause fragmentation. After the 3 way hand-

shake the connection is established and data can be exchanged.

Figure 2.6: TCP connection setup and termination.
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The regular termination of a TCP connection is also shown in Figure 2.6.

Since TCP operates in full duplex mode, each of the directions has to close the

connection. By performing a half close, one side of a connection ends the trans-

mission of data while being continuing to receive data. Such a half close is done

by sending a FIN packet, which in turn is confirmed with an ACK packet. Closing

the complete connection requires 3 or 4 packets in total.

Connections could also be terminated by a reset, which is initiated by sending

a RST packet. This is done when either a connection is refused by the server or a

data transfer is aborted, e.g. by user interruption. A RST packet is not acknowl-

edged and all queued data should be discarded and the data transfer should be
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Figure 2.7: TCP connection state machine.
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stopped immediately. All options for the setup and termination of a TCP connec-

tion can be derived from the TCP state transition diagram depicted in Figure 2.7.

Reliable Transmission
TCP ensures the reliable transmission of data by positively acknowledging each

data packet. The sender starts a retransmission timer for a sent data packet and re-

sends the packet if the packet is not acknowledged before the retransmission timer

expires. The retransmission timer interval is computed in dependence of the mea-

sured round trip time and variance. A wrong estimation of the parameters for the

derivation of the retransmission timer would lead to either unnecessary retrans-

missions or to additional delay before retransmission. The retransmission timer

for repeated retransmissions is extended exponentially to ensure system stability

by avoiding frequent retransmissions.

Flow and Congestion Control
The initial version of TCP [71] implemented flow control by a receiver controlled

window mechanism that enables the receiver to restrict the amount of data the

sender is allowed to transmit. With every ACK the receiver signals an offset to the

acknowledged sequence number, indicating the byte range the receiver is able to

buffer. While this mechanism provides an efficient means to give feedback of the

receivers state to the sender, the network state is not taken into account. In the case

of network congestion, lost packets are repeatedly retransmitted without reducing

the senders data rate. This behavior was discovered in October 1986, when over-

load induced a breakdown of Internet connections [41].

To improve this basic TCP behavior, the receiver based window control was

extended by a sender window control. The senders window is determined in de-

pendence of the successfully delivered data. The stability of this window control

is guaranteed by admitting new packets to the network at the same speed packets

leave the network. The window on the sender side, controlling the number of un-

acknowledged packets in the network is denoted as congestion window (CWND).

The actual number of packets in the network is determined by the minimum of the

CWND and the receiver window. We will describe the most important mecha-
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nisms of different TCP implementations for determining the CWND in the follow-

ing.

Figure 2.8 shows the first mechanisms implemented for TCP congestion con-

trol, that is, slow-start and congestion-avoidance [41].

At the beginning of the data transfer in a TCP connection the primary goal is

to use the available bandwidth as fast as possible without causing congestion. To

reach this stable state the slow-start algorithm is applied. In order to avoid packet

loss by sending data at higher rate then the network is capable TCP starts with a

CWND of 1. For each ACK that is received from the network the size of CWND

is increased by 1. This algorithm causes an exponential growth of CWND in de-

pendence of the round trip time.

To avoid overloading the network and causing congestion, the growth of the

CWND in the TCPs slow-start phase is interrupted when a packet loss is detected.

For the next cycle, one-half of the current sender window size is stored in the vari-

able slow-start threshold (SSTHRESH), which has a minimum of 2. TCP slow-

starts again with a CWND of 1. When more than half of the data rate where the

congestion originated is reached – indicated by a CWND size larger than the vari-

able SSTHRESH – TCP enters the congestion-avoidance phase. In the conges-
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Figure 2.8: Schematic CWND control for TCP Tahoe.
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tion-avoidance phase the exponential growth of the CWND is reduced to a linear

growth by increasing CWND by 1/CWND for every received ACK. While the

slow-start algorithm is intended to get the self-clocked communication process

running as fast as possible, the congestion-avoidance algorithm aims at slowly ap-

proaching the available bandwidth limit.

 The TCP Tahoe definition implements additionally an algorithm called fast-

retransmit, which is complemented in the TCP Reno version by the fast-recovery

algorithm [42, 81]. The fast-retransmit algorithm detects lost packets before the

retransmission timer expires. To achieve this, the receiver reacts on every packet

that is received in the wrong order with an ACK of the last correct packet. Such an

ACK is named duplicate ACK. The sender in turn concludes the packet loss from

receiving multiple – usually 3 – duplicate ACKs, and retransmits the missing

packet. As for any packet loss, the value SSTHRESH is set to CWND/2.

The fast-retransmit algorithm is initiated by a packet loss, and thus causes

TCP to slow-start, even if the duplicate ACKs indicate that congestion was not the

reason for the packet loss. Following upon the fast-retransmit, the fast-recovery

algorithm takes into account that for each duplicate ACK a packet left the network

and was transmitted. The CWND is divided in half and increased by the number

of duplicate ACKs. As depicted in Figure 2.9, TCP continues with congestion-

avoidance reducing the CWND to SSTHRESH when the first ACK for new data,

sent after the packet loss, is received.

Finally, the New Reno version of TCP [32] speeds up the TCP behavior when

multiple packets are lost in a transmission window. In regular TCP Reno the fast-

retransmit algorithm retransmits the first missing packet and will receive a partial

ACK, that is, an ACK indicating that some new data has arrived, but not acknowl-

edging all outstanding data. This ACK will not trigger the fast-retransmit algo-

rithm, since no duplicate ACKs are sent. As consequence the retransmission will

be done only after a time-out. TCP New Reno concludes from such an partial

ACK that still packets are missing and retransmits the missing packet. The fast-re-

transmit and fast-recovery status is maintained and the CWND is not reduced fur-

ther. By this algorithm one missing packet is transmitted in every RTT. The SACK
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[52, 34] extension of TCP allows to explicitly identify missing packets and to re-

transmit those packets within a RTT.

While the TCP versions Tahoe and Reno work with an additive increase and a

multiplicative decrease to adapt to the congestion state of the network, TCP Vegas

[12] estimates the available bandwidth from changes in the RTT. Further TCP Ve-

gas changes the slow-start and fast-retransmit behavior of TCP Reno. Given suffi-

cient buffers, TCP Vegas is reported to reduce packet loss and to increase the

throughput. In comparison to the more aggressive startup behavior of TCP Reno,

TCP Vegas is reported to suffer unfairness [53].

The development and optimization of TCP continues and several new algo-

rithms are presented. Best known examples are the Random Early Discard (RED)

[33] or the Explicit Congestion Notification (ECN) [75] mechanism for conges-

tion avoidance. These mechanisms require not only changes in the algorithms im-

plemented in end-systems, but also in all itermediate nodes. The majority of the

servers, hosts and network devices in the Internet still use the Reno or New Reno

version of TCP [63].
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Figure 2.9: Schematic CWND control for TCP Reno.
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2.4.3 User Datagram Protocol (UDP)

The User Datagram Protocol (UDP) [69] is a simple wrapper for the unreliable,

connectionless IP datagram service on the transport layer. By extending the IP ad-

dress with a port number UDP allows an end-to-end transport of datagrams with

low complexity and overhead. Usually the source address and port is used to es-

tablish a full duplex communication.

The application has to provide session control and has to deal with effects

like packet loss, reordering, duplication, or loss of connectivity. The low overhead

qualifies UDP for the transport of real time application data, such as game or

voice traffic. Since UDP does not implement any congestion control it might over-

load and starve other TCP connections. In order to allow the future transmission

of TCP and UDP services on the same resources, UDP applications are expected

to implement application level flow control mechanisms [48]. 
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3 Internet Traffic Measurement

Several approaches for measuring Internet traffic are known and could be dis-

cerned with regard to the location and the level of detail of the measurement. On

the user side application log files or proxy log files can be evaluated. On the server

side server log files are captured, whereas packet traces are logged on the access

line, backbone or network edge devices. On higher layer the evaluation of routing

tables, router statistics or flow statistics is used to gain insight to Internet traffic

characteristics [14]. After discussing the advantages and drawbacks of the differ-

ent measurement methods we will illustrate the measurement environment and

method used in this report and give an overview of the basic traffic data.

The evaluation of server log files can be used to create workload models of

different applications, e.g. for WWW traffic [2, 51]. These files are easily ob-

tained since the servers log the access data anyway. The major drawback of server

log files is, that the evaluation of these files gives no feedback on the users behav-

ior since a user may access different servers in one session. Thus, only a part of

the users communication process is captured. Further, server logs are not able to

provide information on the network state or network overhead.

Application log files and proxy log files are used to capture the characteris-

tics of user traffic. Proxy cache servers automatically log data requests and give

insight to the behavior of a user group [25]. In open environments, e.g. university

networks, proxy servers are often not utilized due to out dating information. To
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capture application log files, normally applications have to be modified. These log

files capture the behavior of single users [24, 21] and have been applied in the

time of upcoming WWW services, when the code of the browser software was

available. Since, today’s most frequent used WWW client applications are com-

mercial, it is not possible to modify these applications and, thus, no current appli-

cation log file measurements are available.

Measurements on network edge devices, that is, access routers, allow traffic

characterization at session level [28, 90, 91]. Similar to other measurement meth-

ods, such as flow statistics and evaluation of routing tables, that are described

among others in [14], these methods in general allow not to characterize the be-

havior of single users but give valuable insight to the aggregated traffic profile.

The most detailed method for evaluating Internet traffic is to capture packet

traces. Measurements in LAN environments allow to analyze the traffic transmit-

ted, either extracting properties of different applications [8, 13, 47, 64], or evaluat-

ing the characteristics of the aggregate traffic stream [45]. Current packet trace

measurements [46] at the Internet backbone allow due to the large traffic volume

only short traffic snapshots, giving interesting insight to current trends in IP traffic

patterns. While packet traces provide the most detailed information on the traffic

characteristics, these traces suffer by difficulties caused by large data volumes and

problems deriving the actual user behavior, that is, discerning user actions from

software reactions. 

In our approach, we combine a simultaneous measurement of the session log

file of a dial-in router and the packet trace measured on the connection between

the dial-in router and the Internet. This enables us to obtain packet level character-

istics of IP traffic as well as statistics of the access speed.

3.1 Measurement Environments

In the following, we describe the origin of the data analyzed in this work. The

main part of the traffic analysis is based on data measured at the dial-in Internet

access of the computing center of the University of Würzburg as described in
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3.1   Measurement Environments
Section 3.1.1. For comparison reasons and to point out specific traffic properties

related to other access technologies, we will refer to additional measurements de-

scribed in Section 3.1.2.

3.1.1 Computing Center, University of Würzburg

The main measurement, also denoted as dial-in measurement was conducted dur-

ing two weeks in February and March 1999 in the computing center of the Univer-

sity of Würzburg. About 6000 students and staff members are subscribed to the

dial-in Internet access of the university. The access is implemented by three As-

cend dial-in routers, enabling simultaneously 240 access lines. All lines facilitate

digital ISDN access at 64 kbps, while 192 lines also facilitate analog modem ac-

cess at speeds up to 56 kbps. The dial-in routers are connected by a 10 Mbps

Ethernet bus to the German Research Network (DFN) and the Internet.

Figure 3.1: Measurement environment at the computing center of the 
University of Würzburg.
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3   Internet Traffic Measurement
Figure 3.1 depicts the measurement configuration. Basic access data were

logged by the routers, mainly the session start time, session duration, negotiated

up- and downlink speed, data volume and the dynamically assigned IP address. In

order to ensure privacy, all record entries allowing conclusions to single users

were deleted from the log file.

To obtain detailed information of the user behavior, a sniffer measurement

with the tool TCPDump [95] running on a Linux PC was made. All IP packet

headers to and from the dial-in routers were logged. The analysis of this trace was

performed with the help of several perl scripts and the tool TCPTrace [96]. The

evaluation of the trace is based mainly on information contained in the IP and

TCP header, such as time stamp, source- and destination address including port

number, and the transport protocol used.

Aligning the router log file and the TCPDump trace allows to securely dis-

cern sessions, even in the case of fast IP address reuse. All traffic characteristics

contained in a packet trace could be related to the dial-in speed of the modem

used.

3.1.2 Comparison Measurement

In order to highlight characteristics of Internet traffic that are different to the dial-

in traffic of the primary data set, we refer to the following data set. Further, we

will contrast our results to the results of IP measurements in literature, and to own

previously captured measurements [88, 89].

ADSL-Trial Münster
The ADSL trace was collected from May to December 1998 during an ADSL

field trial. The PCs of 100 students were connected to the university’s backbone in

Münster, Germany. The downstream rate was 2.5 Mbps and the upstream rate was

configured to 384 kbps. The Internet service was provided completely free of

charge and the computers were connected to the Internet permanently, that is, no

dial-up procedure was required. The users were observed with a modified version

of TCPDump on a 10 Mbps Ethernet bus cyclically in 15 groups for one week.
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3.2   Basic Measurement Evaluation
In total 14 million IP packet headers belonging to HTTP, covering 480000

TCP connections, were collected. Since for these always-on lines no dial-up infor-

mation could be collected, “sessions” were detected implicitly using an activity

time-out of 20 minutes. A more detailed investigation of the ADSL trace is pro-

vided in [15, 16].

The ADSL trace was captured in a similar time period as the primary data set,

but provides insight to user behavior not restricted by bandwidth or tariff issues.

3.2 Basic Measurement Evaluation

In the following chapter we describe the basic properties of the dial-in trace. Dur-

ing the measurement period approximately 62000 sessions were logged, the total

data volume sums up to 82 GB. Figure 3.2 shows the number of users during the

measurement period for each of the three dial-in routers. A periodic usage pattern

in dependence of the daytime is observed. During the busy hour the MAX 4000

routers are loaded almost at their capacity limit of 60 simultaneous calls, while the

MAX TNT router has a capacity of 120 simultaneous calls.

In Figure 3.3 the user activity for 24 hours is depicted. Obviously the users

adapt to the phone tariff of the Deutsche Telekom AG by increasing activity at 6

Figure 3.2: User activity during measurement period.
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3   Internet Traffic Measurement
p.m and 9 p.m, that is, the starting time of cheaper phone tariffs.The identical user

behavior was observed also in an 180 days measurement [28] at the University of

Stuttgart, Germany in 1997.

3.2.1 Sessions Level

On topmost modeling level the user behavior is expressed by the session charac-

teristics. The session duration describes the time the users are online and the ses-

sion volume represents the amount of data that is transferred to and from a single

user. This data contains not only the application data but also the overhead, that is,

Ethernet, TCP and IP header. By this way of counting, also acknowledgements

and synchronization packets are taken into account. 

A session has an average duration of 15 minutes and a coefficient of variation

(CoV, i.e. the standard deviation normalized by the mean) of 2.0. On weekdays the

sessions are slightly shorter, whereas the sessions last in average 20% longer dur-

ing the weekend. In Figure 3.4 the complementary cumulative probability distri-

bution function (CCPDF) is depicted for the weekdays and the weekend. Both

distributions have identical shape, indicating that the relation of short and long

sessions is similar. As depicted in Figure 3.5, the duration of the sessions is

Figure 3.3: User activity during one day.
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3.2   Basic Measurement Evaluation
shorter during the business hours, extending in the evening and night. The CoV is

reduced, but stays in the order of magnitude of the average CoV related to the full

week. The exact numbers for the session duration and volume are listed in the Ap-

pendix, Table 8.1.

The session volume is heavily correlated to the session duration, indicated by

a correlation coefficient of 0.7. In the average 1.2 MB of data are transferred. The

session volume distribution, as depicted in Figure 3.6, exhibits a CoV of 3.3. Iden-

Figure 3.4: Session duration distribution during business days and weekend.
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Figure 3.5: Session duration in dependence on daytime.
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3   Internet Traffic Measurement
tical to the session duration, the hourly average session volume in Figure 3.7 is

larger on the weekend and varies in dependence of the daytime.

While the activity period is described by the session volume and duration, the

load imposed to the network depends on the inter-arrival time of the sessions, that

is, the interval from the start of a session to the start of the next session. In the av-

erage, a new session starts every 19 seconds and the CoV of the corresponding

distribution is 2.0. An inter-arrival time of 24 seconds reflects the reduced user ac-
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Figure 3.6: Session volume distribution on business days and weekend.
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Figure 3.7: Session volume in dependence on daytime.
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3.2   Basic Measurement Evaluation
tivity on weekends, which is observed in Figure 3.2. The distribution of the inter-

arrival time for business days and weekends, depicted in Figure 3.8, shows a

heavy-tailed behavior in two orders of magnitude.

When the observation of the inter-arrival time is restricted to intervals de-

pending on the daytime, the distributions show an exponential decay and have a

CoV of 1.0. Figure 3.9 depicts this behavior for three one-hour intervals, that is,

the exponential decay is reflected by a line in the semi logarithmic plot. The exact

numbers are listed in the Appendix, Table 8.3.

3.2.2 Application Level

The user behavior is reflected by the volume and characteristics of the application

generated traffic. In Table 3.1 and Table 3.2 we list the percentage of the most fre-

quent used applications for TCP and UDP, respectively. We consider only applica-

tions with a share of more than 1% of the packets in relation to the total number of

the protocols packets. The percentage of the traffic volume and the numbers for

the upstream share of each application are also given. For each protocol a signifi-

cant number of port combinations is not resolved; each of these port combinations

Figure 3.8: Session inter-arrival time during business days and weekend.
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3   Internet Traffic Measurement
has a share of less than 1% of the protocols traffic and is in most cases not regis-

tered by the IANA and [79], respectively. 

Almost all TCP traffic is attributed to WWW traffic, that is, traffic transmit-

ted with the HTTP protocol. We distinguish in Table 3.1 HTTP, which takes 80%

of all TCP traffic, and secure HTTP, which takes about 1% of the HTTP traffic

and is often used for online banking or similar applications. With a share of 5.6%

TCP
port

percentage of 
total TCP traffic

upstream percentage

packets bytes packets bytes

HTTP 77.9 80.1 49.0 12.4
HTTPS 0.8 0.6 50.4 19.8
MAIL 5.6 5.6 47.2 32.5

FTP 2.8 3.0 44.1 14.3
TELNET 1.0 0.2 54.8 33.9

NEWS 1.0 1.2 45.2 6.5
other 10.9 9.3 - -

Table 3.1: TCP application usage.
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Figure 3.9: Session inter-arrival time for selected hours.
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3.2   Basic Measurement Evaluation
and 2.8% for mail and FTP, these protocols have to be taken into account for the

modeling of Internet traffic, while telnet and network news are of minor impor-

tance. In comparison to prior measurements in wide area networks [13], interac-

tive remote access, that is, telnet and rlogin, lost its importance nowadays by a

reducing the share from 45% to 1%. In current measurements [46] these services

are even not named among the top 25 applications. The POP3 protocol, used for

accessing mail on a local server, and SMTP used for sending mail to the server

and relaying mail between servers, are subsumed under the keyword mail.   

Games are the predominating origin of UDP traffic. At least 60% of all UDP

packets are related to the game Quake (ports 27910, 27911, 27912, 27920) and

Battlenet (port 6112). While games are dependent on user trends and change with

the time, basic system services like DNS (port 53) show up in past and current

measurements [13, 46]. 

In the most cases UDP applications utilize the network symmetrically, that is,

almost the same data volume is transmitted in up- and downstream direction. The

exceptions are DNS, where answers cause three times the volume of the requests,

and NetBIOS name service (port 137), where due to miss configuration only re-

UDP port application

percentage of total 
UDP traffic

upstream percentage

packets bytes packets bytes

6112 BattleNet 21.3 13.3 51.1 50.5
27910 Quake 17.6 16.3 72.7 49.7

53 DNS 13.3 16.6 51.4 26.5
27912 Quake 11.9 9.3 82.8 67.4
27920 Quake 6.9 5.7 73.8 55.2

137 NetBIOS 6.1 5.1 98.8 96.8
27911 Quake 4.9 3.9 77.8 60.8
4000 ICQ 1.6 1.0 53.7 53.5
other 16.5 28.8 - -

Table 3.2: UDP application usage.
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3   Internet Traffic Measurement
quests are sent. TCP applications normally receive more data from the Internet

than are submitted to the network. This behavior is most obvious in the case of

HTTP and FTP, where short requests cause large data downloads.

3.2.3 Transport Level

Protocol Analysis
Within the sessions the traffic is transferred by different protocols, according to

the requirements of the applications. While TCP accounts with 92% of the trans-

mitted packets for almost all measured traffic, also 7.3% of UDP and 0.6% ICMP

packets are transmitted. In the average TCP packets are larger than UDP packets,

and thus 97% of the traffic volume expressed in bytes belongs to the protocol

TCP, cf. Table 3.3.

 While the number of TCP packets in upstream and downstream direction is

almost identical, more than 86% of the TCP volume is transmitted downstream,

that is, from the Internet to the user. For UDP the traffic is more balanced, 40% of

the UDP packets transmitted downstream account for 60% of the traffic volume.

The asymmetric profile of Internet traffic will be discussed more in detail in the

context of applications and TCP in the following sections. 

TCP
 We examine the characteristics of the TCP connections, since 97% of the data

traffic in the trace is transferred connection-oriented with the TCP protocol. The

average TCP connection has a duration of 23.8 seconds and the corresponding dis-

protocol packets volume [MB] packets [%] volume [%]

TCP 2.0480e+008 79962 91.94 96.90
UDP 1.6545e+007 2440 7.42 2.96

ICMP 1.3383e+006 102 0.60 0.12
other 7.9047e+004 13 0.04 0.02

Table 3.3: Protocol usage in measured trace.
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tribution has a CoV of 4.3. The average data volume, including Ethernet, IP and

TCP overhead, is 12.9 kB with a CoV of 12.7. In Figure 3.10 and Figure 3.11 the

distributions of the TCP connection duration and volume in up- and downstream

direction are depicted, respectively. The complementary distribution functions

show in double logarithmic display a linear decay over at least three orders of

magnitude, which indicates that these distributions are heavy-tailed [21, 45].

Figure 3.10: TCP connection duration.
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A feature of relevance for measuring heavy-tailed distributions is the fact,

that depending on the steepness of the decay the variance and mean of the distri-

bution becomes infinite. This property implies that the above mentioned mean

values and variances of the measurement may increase when the number of sam-

ples is increased. A detailed description of heavy-tailed distributions and the esti-

mation of their parameters will be given in Chapter 6.

The inter-arrival time of the TCP connections in the aggregate traffic stream

is inverse proportional to the number of parallel sessions in the system, that is, as

depicted in Figure 3.12 short inter-arrival time in the evening and larger time be-

tween TCP connections in the morning hours. The average inter-arrival time of

TCP connections is 0.2 seconds and the corresponding distribution has a CoV of

2.5. If the observation of the inter-arrival times is restricted to intervals of one

hour, the arrival rate changes according to the session activity and the variance is

reduced. Contrary to the session inter-arrival time the CoV of the TCP connection

inter-arrival time is bigger than 1 and the tail of the distribution is not exponential,

cf. Figure 3.13.

Due to the feedback mechanism of TCP, described in Section 2.4.2, at least

for every second data packet a acknowledgement has to be transferred. Thus, the

Figure 3.12: Average TCP connection inter-arrival time over daytime.
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3.2   Basic Measurement Evaluation
number of packets in up- and downstream direction is correlated. Figure 3.14 de-

picts the scatter plot of the up-/downstream rate (volume) ratio over the volume

transmitted in downstream direction. The intensity of the scatter points is reflected

by the color intensity. The largest intensity is detected along the black line, which

is expressed by the following equation, valid for HTTP connections [16]: 

.  (3.1)

The relation of upstream volume  and downstream volume  is approxi-

mated by the ratio the acknowledgements, that is, 60 Bytes including Ethernet

overhead, and the maximum packet size (1500 Bytes) for large connection vol-

umes, where the parameter  denotes the number of data packets acknowl-

edged with a single acknowledgement. For low connection volume, the upstream

share  is determined by the size of the request and the connection setup over-

head which sums up to 580 Bytes in average.

Equation (3.1) is valid as well for connections that transmit data in upstream

direction, but the directions in the equation have to be switched. In Figure 3.14

such connections appear in the upper middle of the plot and are not aligned to the

black line.
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UDP
The protocol characteristics of UDP do not alter the application specific traffic

properties. We will review some UDP applications, that is, DNS and game traffic

in the next chapter. 

Figure 3.14: TCP connection up-/downstream correlation.
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4 Decomposing Applications 
into TCP-Connections

We identified the applications HTTP, FTP and mail in the previous chapter as the

main sources of Internet traffic evaluated in the measured trace. Together these ap-

plications account for almost 90% of the measured traffic volume. In the follow-

ing we will breakdown the traffic of these applications to TCP connections,

identifying the protocol entities as described in Chapter 2. We will also examine

Quake and DNS as representations of UDP traffic.

In common dial-in sessions the users restrict themselves not to a single appli-

cation, but utilize a subset of the mentioned applications, e.g., a user is not only

surfing in the WWW but also reads his e-mail. This application usage plays an im-

portant role for modeling and evaluating the data flow within a session. To reflect

the application usage in reality, the services are evaluated under the condition that

it is actually used within a session, that is, all distributions and values are evalu-

ated only for sessions in which they are actually used.

4.1 Application Utilization

Before analyzing the main traffic sources in detail we summarize the application

usage in session context. Table 4.1 lists the session division depending on applica-
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4   Decomposing Applications into TCP-Connections
tion and service usage. We discern service utilization independent of other ser-

vices in the same session, sessions that utilize only a single service and sessions

that contain a single service in conjunction with system services, such as DNS or

NetBIOS.

HTTP, utilized in 66% of the sessions is the most frequently used service, fol-

lowed by reading mail with the POP3 protocol, which is used in 62% of the ses-

sions. One or more mails are sent with the SMTP protocol in 20% of the sessions.

Mail summarizes the usage of POP3 or SNMP, which is done in 65% of all ses-

sions. FTP is utilized in only 6% of the sessions, while not in every session that

contains FTP-control data also a FTP data download is done (2.1% of the ses-

sions). In 82% of the sessions DNS is used and NetBIOS data is sent in 46% of the

sessions. Quake is only measured in 0.2% of the sessions, but is mentioned here

due to the largest average session volume.

service

percentage of sessions with

service
exactly one 

service

one service and 
DNS or 

NETBIOS

HTTP 66.2 2.76 16.26
FTP data 2.1 0.00 0.01

FTP control 5.9 0.00 0.02
FTP 5.9 0.03 0.17

SMTP 19.8 0.34 1.39
POP3 62.2 3.59 14.34
Mail 64.8 5.11 22.77

other TCP 25.6 0.24 1.21
Quake 0.2 0.00 0.00

DNS 82.4 1.13 -
NetBIOS 45.6 0.13 -

other UDP 23.1 0.05 0.61

Table 4.1: Correlation of common application/services.
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4.1   Application Utilization
Generally the services are not used on a stand-alone basis. Mail is used as sin-

gle application in 5% of the sessions and HTTP in 3%. If we do not account DNS

and NetBIOS, that is, data which is not controlled by the user, mail is used as sin-

gle application in 23% of the sessions and HTTP in 16% of the sessions. The other

services do not tend to be used stand-alone in significant numbers. 

Some applications like FTP and mail utilize two services. FTP data is always

used together with FTP control and sending mail with SMTP is combined in most

cases with reading mail via POP3.

The volume of the applications used stand-alone (regardless of DNS and Net-

BIOS usage) as well as in combination with other applications is shown in

Table 4.2. The volume of HTTP is reduced to the half if the service is not used in

combination with other services. The usage of FTP nearly doubles, but since FTP

is only used in a small fraction as stand-alone application this result is of little sig-

nificance. The Mail usage does not change significantly. The volume dependence

of the application usage is of importance when modeling high priced small band-

width connections, such as wireless access networks in which a more focussed us-

age is expected.

volume of 
services in 
sessions

service usage
[kB]

single service 
(incl. DNS/

NetBios)
[kB]

HTTP 1354.8 759.5
FTP data 1643.8 n.a.

FTP control 8.1 n.a.
FTP 583.0 998.1

SMTP 90.0 88.1
POP3 66.2 62.6
Mail 91.1 76.6

Table 4.2: Volume correlation for single application/service usage.
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4   Decomposing Applications into TCP-Connections
In the following sections we will describe the components and characteristics

of the different services in session context. We will use the term HTTP session to

indicate a dial-in session in which HTTP is used. Alike, we will refer to FTP or

mail sessions. All data in the next sections is evaluated under the condition that a

service is actually used and could be unconditioned by the values given in

Table 4.1.

4.2 HTTP

In an average HTTP session a volume of 1.35 MB of data is transferred in 128

TCP connections. According to the HTML protocol capabilities presented in Sec-

tion 2.3.1, these HTTP/TCP connections can be grouped into web pages. Nor-

mally a web page consists of an initial file, which references inline objects, such

as frames, tables and images. By requesting the initial file, all inline objects are

transferred automatically. In the measurement evaluation context, we have no ac-

cess to the content of the transferred documents. Thus, we define a web page as a

set of HTTP connections, transferring continuously data. A time-out (gap) of

more than one second indicates the start of a new page. Evaluating the measure-

Figure 4.1: Number HTTP of connections and pages per session.
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ment data it is not possible to detect parallel page downloads, that is, several ac-

tive browser instants at the same time. 

A second web page definition, according to [47], not only discerns the pages

by a one second gap but also assumes that all elements of a page are hosted on the

same server. This definition, taking into account the locality of web pages pro-

vides a lower bound for the size of web pages. 

4.2.1 HTTP Session and Page Volume Characteristics

Depending on the locality definition of a page, the average number of pages

downloaded in a session differs. In the average 8.8 pages constructed of 14.5 TCP

connections are downloaded in an a HTTP session, if the pages are discerned by

time-out. When taking into account pages provided by a single server, 35 pages

with 3.7 TCP connections each are contained in an average HTTP session.

The distributions of the HTTP session and page characteristics, i.e., the num-

ber of connections per session in Figure 4.1, the session volume in Figure 4.2, the

number of connections per page and the page volume, Figure 4.3 and Figure 4.4,

show a heavy-tailed behavior. According to this property the CoV of these distri-
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Figure 4.2: HTTP session volume.
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4   Decomposing Applications into TCP-Connections
bution ranges from 2 to 3, with the exception of the distribution of the page vol-

ume, which has a CoV of 8.6 or 6.2, depending on the page definition,

respectively. A summary of the HTTP session characteristics parameters is given

in Table 4.3

.

4.2.2 HTTP Temporal Characteristics

A traffic characterization in our model is composed by the volume of the trans-

ferred objects and the temporal relation of the objects. In case of web pages, the

page discrimination by server and 1s gap by 1s gap

mean CoV mean CoV

session volume 1354.8 kB 2.7 ~ ~
connections per session 128.1 2.2 ~ ~

pages per session 34.8 2.4 8.8 2.0
page volume 38.9 kB 8.6 153.8 kB 6.2

connections per page 3.7 2.8 14.5 3.8

Table 4.3: HTTP session characteristics parameters.

Figure 4.3: HTTP connections per page.
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4.2   HTTP
temporal relation can be described by the inter-arrival time or the user-think time.

The inter-arrival time describes the interval between the starting times of web

pages. The user-think time describes the time from the end of a page download to

the start of the following page download. When discerning the pages by a gap of 1

second and locality information, pages might overlap which is tallied as negative

user-think time.

Table 4.4 summarizes the averages and CoVs of the HTTP web page inter-ar-

rival time and of the user-think time. The related distributions are depicted in

Figure 4.5 and Figure 4.6 and show a heavy-tailed behavior over three orders of

magnitude. The inter-arrival time of pages determined by locality information is

page discrimination by server and 1s gap by 1s gap

mean [s] CoV mean [s] CoV

inter-arrival time 32.4 3.6 117.7 2.7
user-think time 33.1 4.3 39.7 4.5

negative user-think time -49.8 2.4 - -

Table 4.4: HTTP web page inter-arrival time and user-think time parameters.
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Figure 4.4: HTTP page volume.
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4   Decomposing Applications into TCP-Connections
less than one third of the pages discerned by a 1 second gap. This is explained by

the higher number of smaller pages downloaded in a session.

The positive user-think time of pages according the locality definition is

slightly shorter than the user-think time for sessions discerned by 1 second gap.

This averages are computed only for positive values of the user-think time, that is,

with reduced influence of overlapping pages. Some overlapping pages lead also to

positive user-think time, for example, if several short pages are downloaded in

parallel to a large page. A negative user-think time is measured for one half of the

pages and sums up to a significant fraction of negative user-think time.

4.2.3 HTTP Initial Object Size

While a average HTTP/TCP connection has a data volume of 10.5 kB, the mea-

surement shows differences in the connection volume when taking into account

the position of the connection in relation to the HTTP page. We discern initial

connections, i.e. the first connection of a page, follow-on connections which con-

tinue a page, and single connections, i.e. pages that contain only one connection.

Single connections are not tallied in the category of initial connections.
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Figure 4.5: HTTP web page inter-arrival time.
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4.2   HTTP
Table 4.5 summarizes the characteristics of the HTTP connection volume dis-

tribution functions shown in Figure 4.7. The average initial connection of a page

is larger than the follow-on connections, in which usually icons, i.e. small pic-

tures, are transferred. For pages that are discerned by time-out and single server,

55.7% of all pages consist of single connections, which are of similar average size

as the follow-on connections but have a significantly higher variance. 
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Figure 4.6: HTTP user-think time.

Figure 4.7: HTTP connection volume.
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4   Decomposing Applications into TCP-Connections
If the pages are discerned by time-out only, 30% of the pages consist of a sin-

gle connection. These single connection pages are 50% larger in the average than

the single connection pages for the pages discerned by server for two reasons.

First, small inline objects like advertisement banners, are hosted by different serv-

ers and account in this page definition as follow-on connections. Secondly, count-

ing these otherwise denoted single connections as follow-on connection, gives

more weight to large downloads, e.g. images or files.

As depicted in Figure 4.8, the data rate is not correlated to the HTTP page

volume, but large pages are not downloaded at low data rates due to user impa-

tience.

TCP connection
per server and 1s time-out 1s time-out

mean CoV mean CoV

initial 13.1 kB 4.8 16.3 kB 6.6
follow-on 10.1 kB 5.8 10.2 kB 6.6

single 10.6 kB 11.4 15.4 kB 10.3

Table 4.5: initial request / follow-on downloads.

Figure 4.8: HTTP volume – data rate correlation for pages 
discerned by 1s time-out and locality.

HTTP page volume [byte]

da
ta

ra
te

 [
bp

s]

10
2

10
4

10
6

10
810

1

10
2

10
3

10
4

10
5

54



4.3   FTP
4.3 FTP

The FTP protocol is used for data transfer in the Internet. It utilizes two different

ports for transmitting control information and for actually transferring data. While

the FTP control protocol is utilized in 5.7% of all sessions, data is transferred with

FTP in only 2% of all sessions. Due to their negligible volume the control connec-

tions are from the modeling viewpoint of minor interest, but are also listed in

Table 4.6 and shown in the following figures for completeness.

4.3.1 FTP Session and Connection Volume

Under the condition that data is transferred, an average FTP data session is with a

volume of 1.6 MB larger than an average HTTP session, but contains only 11 con-

nections in the average. The distributions of the number of FTP connections and

volume per session are depicted in Figure 4.9 and Figure 4.10, respectively. The

corresponding distribution parameters are summarized in Table 4.6.

As consequence of number of connections per session and the session vol-

ume, the average FTP data connection has a volume of 150 kB. The FTP data con-

Figure 4.9: Number of FTP connections per session.
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4   Decomposing Applications into TCP-Connections
nection volume distribution depicted in Figure 4.11 does not show the heavy-

tailed behavior that is observed with HTTP connections. The complementary dis-

tribution function decays linearly up to a connection volume 1 MB, and then de-

scends steeper due to the effect that FTP is preferred for larger volumes combined

with a maximum observed file size.

4.3.2 FTP Connection Inter-Arrival Time

For FTP control connections a mean inter-arrival time of 169 seconds is obtained

from the measurement data. These control connections represent the frame in

which the FTP data connections are generated. The data connections are seen with

a inter-arrival time of 58 seconds which is shorter than the average FTP data con-

FTP
session

# connections CoV volume CoV

control 6.0 3.0 8.1 kB 12.7
data 10.9 2.5 1649 kB 3.5

Table 4.6: FTP session characteristics distribution parameters.
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4.3   FTP
nection duration of 64.7 seconds. This discrepancy to the FTP model, that allows

exactly one control connection and one data connection is resolved by the fact that

the last connection in a FTP session has – with 521 kB and 240 seconds – a signif-

icant larger volume and duration than an average connection. The connections for

which we can compute the inter-arrival time have a duration of 47.0 s and a vol-

ume of 113.4 kB. The inter-arrival time is composed of a major part by the trans-

fer duration and of a smaller fraction by the user interaction, that is, the time the

user needs to initiate a download or to request a listing.

The FTP inter-arrival times, summarized in Table 4.7, have a large coefficient

of variation. Even so, the according distributions depicted in Figure 4.12 show no

distinct heavy-tailed pattern.

FTP
TCP connection

volume CoV inter-arrival time CoV

control 1.3 kB 21.0 169.1 s 3.3
data 151 kB 5.5 58.3 s 4.8

Table 4.7: FTP connection characteristics distribution parameters.
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4   Decomposing Applications into TCP-Connections
The data rate of FTP data connections is slightly correlated to the connection

volume. As depicted in Figure 4.13 the data rate grows with increasing connection

volume. The low rate obtained for small connection volume is caused by the ini-

tial TCP slow start phase, even if the servers accessed offer higher data through-

put. 
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Figure 4.12: FTP connection inter-arrival time.

Figure 4.13: FTP data rate to connection volume correlation.
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4.4   Mail
4.4 Mail

Besides WWW browsing, mail is the most frequently used application. In more

than 63% of all sessions either mail is retrieved or sent. Two protocols are related

in the evaluated data to the mail application – SMTP for sending mail and POP3

for retrieving mail. According to the intention of these protocols the traffic vol-

ume is highly asymmetric.

Even if the total mail volume of an average session does not justify the de-

tailed modeling of mail traffic from a performance viewpoint in broadband sce-

narios, the modeling of mail gains importance in a low-bandwidth mobile access

network scenario.

4.4.1 Mail Session and Connection Volume

Figure 4.14 shows the distribution functions of the number of connections per

mail session. While the distribution function of the number of connections per ses-

sion shows a linear decay over two orders of magnitude, this property is found

only partially in the volume distribution, that is depicted in Figure 4.15. In the av-

erage 1.5 SMTP connections are used to send mail within a session and 3 POP3

Figure 4.14: Number of connections per mail session.
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4   Decomposing Applications into TCP-Connections
connections are used to read mail from the server. The volume of an average

POP3 session is with 66 kB in the same order of magnitude as the volume of an

SMTP session with 90 kB. The parameters of the corresponding mail session

characteristics are summarized in Table 4.8.

In common e-mail clients, the first POP3 connection is usually triggered by

the start of the client and could be followed by periodic “mail-check” connections.

SMTP connections are usually initiated by the user after editing a message. As

consequence of these “mail-check” connections the number of POP3 connections

in an average session is larger than the number of SMTP sessions, but the volume

of a single POP3 connection is smaller in the average and has higher variance than

a SMTP connection.

Mail
session

# connections CoV volume CoV

SMTP 1.5 0.97 89.9 kB 13.5
POP3 2.9 3.7 66.3 kB 14.5

Table 4.8: Mail session distribution characteristics.
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4.4   Mail
The distribution of the POP3 connection volume in Figure 4.16 shows a sig-

nificant share of connections smaller than 300 Bytes. These connections represent

mail check attempts, where no new mail is found for download. For the remainder

of the mail connections, that is, connections in which actually mail is transferred,

the distributions for POP3 and SMTP connections and have similar shape. A sum-

mary of the distribution parameters for the mail connection size can be found in

Table 4.9.

4.4.2 Mail Connection Inter-Arrival Time

The inter-arrival time of mail connections is of low significance due to the small

number of mail connections in an average session. The numeric average values

Mail
TCP connection

volume CoV inter-arrival time CoV

SMTP 62.1 kB 13.8 304.8 s 3.0
POP3 22.5 kB 24.7 172.3 s 3.0

Table 4.9: Mail connection distribution characteristics.
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4   Decomposing Applications into TCP-Connections
are summarized in Table 4.9. For POP3 connections the irregularity in the distri-

bution at 60 seconds observed in Figure 4.17 is of interest. This indicates an inter-

val for regular automatic mail checks, which would normally be done in an LAN

scenario. The remaining curve is dominated by the user interaction, that is, the

time to write multiple e-mails or to check repeatedly for e-mail. 
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Figure 4.17: Mail connection inter-arrival time.

Figure 4.18: SMTP data rate – volume correlation.
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4.5   DNS
The data rate obtained for mail connections is correlated to the connection

volume according to the TCP rate control. For increasing data volume, as well for

SMTP as for POP3 connection the data rate increases to the limit given by the ac-

cess speed. Comparing Figure 4.18 and Figure 4.19, the “mail-check” connections

of the POP3 protocol are an exception to this correlation pattern, since for these

connections the size is constant, but the transaction time depends on user interac-

tion for providing log-in data. 

4.5 DNS

The Domain Name Service (DNS) is utilized in more than 80% of the sessions to

resolve mnemonic device names to IP addresses. As such the DNS service is ap-

plied before the establishment of TCP connections or UDP flows and adds serial

delay to connections [17]. Thus, DNS is an important component to the Internet

usability even if the transfer volume in the measurement accounted for only 0.4%

of the total traffic volume.

Figure 4.19: POP3 data rate – volume correlation.
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4   Decomposing Applications into TCP-Connections
In an average session that utilizes DNS 14.6 DNS lookups with a coefficient

of variation of 2.6 are performed. As depicted in Figure 4.20 the number of DNS

lookups per session ranges from 1 to 1000. An IP address has to be resolved every

9th connection. For HTTP traffic this value indicates a DNS lookup before every

second page, when discerning the pages by 1s gap and locality, c.f. Section 4.2.

Figure 4.20: Number of DNS lookups per session.
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Figure 4.21: Subsequent DNS lookups before 
connection establishment.
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4.5   DNS
Normally a DNS lookup is done by sending a query to a sever and awaiting

the response, which are transferred in a single UDP packet, each. The query re-

quires an average volume of 79 Bytes with a CoV of 0.1 and the response 228

Bytes with a CoV of 0.3. In some cases several query/response pairs are required

to do the DNS lookup – the corresponding distribution is shown in Figure 4.21. In

the average 1.3 query/response pairs with a CoV of 1.1 are required for a DNS

lookup. This can be explained by DNS lookups to non existing domain names, ei-

ther caused by input failure or browsers that try to complete domain names (so

called “.com completion”).

Figure 4.22 summarizes the delay introduced by DNS lookups. The left graph

shows the time distribution between DNS request and response and the distribu-

tion for the time from the first request to the last response, that is the DNS lookup

delay for subsequent DNS. The average single DNS lookup takes 1.0 seconds, the

duration of subsequent DNS lookups is 1.9 seconds. Both delays have a CoV

larger than 9.1, which indicates that some very large values influence the average.

More than 40% of the DNS lookups introduce a delay of less than 200 ms, but

10% of the DNS lookups have a delay of more than 3 seconds.

The second component that adds to the delay before establishing a connec-

tion is the time from the receipt of the DNS lookup response to the establishment

of the connection. The graph in Figure 4.23 depicts the time between the receipt of

a DNS reply to the establishment of a connection and the time required for the

DNS lookup delay delay [s] CoV

single DNS 1.0 9.1
subsequent DNS 1.9 9.3

DNS to connection 1.2 10.9
total DNS delay 3.1 7.1

Table 4.10: DNS lookup delay summary.
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4   Decomposing Applications into TCP-Connections
complete DNS lookup to the connection establishment. The average times and co-

efficients of variation are summarized in Table 4.10.

Note, that the measurement influence the results for the DNS lookup perfor-

mance in two ways. First, the measurement takes place before the bottleneck of

the network scenario. The hosts perceive some additional delay resulting from the

transmission of the queries and results over the modem line. Second, the measure-

Figure 4.22: DNS delays: Time for single and subsequent DNS lookups.
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Figure 4.23: Time from receipt of DNS query to connection opening. 
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4.6   Game Traffic – Quake
ment did not record the success of DNS lookups. The delay between a DNS

lookup and the establishment of a connection, as well as the number of subsequent

DNS query/response pairs contains unresolved requests. The graph, c.f.

Figure 4.23, does not allow to discern successful DNS lookups that are followed

by connection establishment and the sum of unsuccessful and successful DNS

lookups.

4.6 Game Traffic – Quake

As an example for game traffic characterization we concentrate on the measured

“quake” data. In the trace, at least 60% of the measured UDP packets are related

to game traffic – the share of quake is at 2/3 of the game traffic. In relation to the

all measured traffic, online games account for 4% of all packets. This value holds

not only for Internet access traffic, but was also found typical for Internet back-

bone traffic [46]. 

Game traffic, especially first person shooters such as quake, half-life or

counter strike are considered to be extremely delay-sensitive. As such, those
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Figure 4.24: Network game traffic: Quake packet inter-arrival time.
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4   Decomposing Applications into TCP-Connections
games require a similar network quality as voice or interactive video conferencing

[10, 27].

Quake follows a strict client/server traffic model. The complete game sce-

nario is managed at the server site. The server sends the state information individ-

ually to all clients. The clients render the game situation and give user interaction

feedback, that is the players movement and status, to the server. The packet rate

may depend on the clients capabilities. Since the server has to update all sub-

scribed clients, its aggregated traffic profile is bursty [27]. 

The user view of quake is recorded in the measurement. That is, the data to

and from a single client is evaluated. In an average Quake session 6.9 MB of data

including 4.8MB of UDP – the actual data related to Quake – are transferred in 36

minutes. The session duration is more than double compared to an average session

and varies less, indicated by a CoV of 1.2 compared to a CoV of 2.0 for average

sessions. 

The part of the session relevant for modelling the time critical segment is the

activity phase, in which the actual game takes place. This phase is characterized

by the transfer of UDP packets. Figure 4.24 shows the timing of the UDP packet

transfer during activity phases and Figure 4.25 depicts the size of the transmitted

Figure 4.25: Network game traffic: Quake packet size.
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4.6   Game Traffic – Quake
UDP datagrams. In upstream direction, that is, from client to server, on average a

packet of 77 Bytes is transmitted every 30 ms. The variation is low, with a CoV of

0.03 regarding packet size and 1.0 regarding inter-arrival time. In downstream di-

rection an average packet size of 192 Bytes with CoV of 0.62 is observed. These

packets are transferred every 100 ms with a slight jitter, leading to a CoV of 0.39

in the packer inter-arrival time. The packet size and inter-arrival time of the quake

data produces a continuous date rate of 20 kbps upstream and 15 kbps down-

stream that can usually be provided by dial-in modems.
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5 Influence of the Access 
Speed on the Traffic 
Characteristics

In the previous chapters we studied the protocol characteristics and properties of

the measured Internet traffic. The trace evaluated was created by dial-in modem

users accessing the Internet with differing access speeds. To model future access

network technologies such as GPRS, UMTS or optical media, the dependence of

the traffic profile from the access speed is analyzed. To evaluate Internet usage

trends with regard to increasing access-speed, we relate our results to results de-

rived from traces with faster access speed, i.e., we take into account the traffic

profile of an ADSL trace.

5.1 Measuring the Access Speed

In general, packet traces contain no information about the equipment used to ac-

cess the network. Information about the access speed can be derived in two ways.

The direct way is to measure the traffic in an environment with known infra-

structure, where the access is provided by a particular technology. For the cited

ADSL trace [15, 16], the participants took part at a field trial with controlled ac-

cess technology.
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The trace we refer mainly in this work (c.f. Section 3.1.1) was recorded at an

Internet access based on dial-in routers. These routers are centrally managed with

authentication servers, such as TACACS [31] or RADIUS [80]. The authentica-

tion servers provide detailed log-files that contain a protocol of the authentication,

authorization and accounting process. Besides the information about the session

duration and the assigned IP address we evaluated the up- and downstream access

speed information.

The pie chart in Figure 5.1 shows the share of modem classes in the trace.

The main part of the users accessing the Internet in a speed range from 28.8 kbps

to 33.6 kbps. One third of the sessions are connections with up to date technology,

that is ISDN (64 kbps) or 56 kbps modems. Note that the later class of modem

connects asymmetrically, upstream with 33.6 kbps and downstream depending on

the quality of the line up to 56 kbps. As shown in the dial-in speed histogram in

Figure 5.2 the actual connection speed of 56 kbps modems is between 40 kbps and

56 kbps. Only 7% of the sessions stem from slow 9.6 kbps and 14.4 kbps modems.

Since the characteristics of the 28.8 kbps, 31.3 kbps and 33.6 kbps connections

show no significant difference in the following graphs, we will integrate the data

in a class denoted as 30 kbps modems.
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Figure 5.1: Percentage of modem classes in the measurement.
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5.2 Session Characteristics

The following section evaluates the session characteristics in dependence of the

access speed. The related analysis of the trace was presented in Section 3.2.1. We

will look at the distribution of the session duration and volume. 

5.2.1 Session Volume and Duration 

Table 5.1 shows the average session volume and duration in dependence of the

modem speed. The average dial-in session has a duration of 15 minutes and a vol-

ume of 1.2 MB of data.

The two slowest modem classes have a significantly shorter duration and

lower transfer volume than the remaining classes. While the average session dura-

tion of the dial-up modems increases only slightly with the access speed the data

volume raises proportionally to the modem speed. The coefficient of variation is

nearly independent of the modem speed.

The session duration of the ADSL connections is significantly larger than that

of dial-up modems, which originates from the free access. The data volume also
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Figure 5.2: Histogram of dial-in speeds.
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5   Influence of the Access Speed on the Traffic Characteristics
increases, but less than expected by the access speedup to a downstream rate of

2.5 Mbps and the extended connection duration. The high bandwidth and session

duration of ADSL connections causes also very high variations in the data volume

transmitted in the sessions

The session duration distribution is depicted in Figure 5.3. The complemen-

tary cumulative probability distribution function shows in double logarithmic

Duration Volume

Speed #Sessions Mean [s] CoV Mean [kB] CoV

9.6 kbps 273 536 1.93 241 2.68
14.4 kbps 3624 644 2.20 540 2.85
28.8 kbps 10602  885 1.97 1133 3.31
31.3 kbps 7969 904 1.89 1135 2.80
33.6 kbps 18538 896 1.91 1137 2.68

56 kbps 6809 964 1.85 1578 2.44
64 kbps 14268 979 2.14  1866 3.70

ADSL-up
3551 3376 2.33

1933 19.15
ADSL-down 10020 9.56

Table 5.1: Average and variation of session volume and duration.

Figure 5.3: Access speed dependent session duration distribution.
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5.2   Session Characteristics
plotting that the shape of the distribution is identical for all modem speeds. The

probability density function depicted in Figure 5.4 shows two peaks, which sug-

gest to separately analyze short sessions. We will see later that the main applica-

tion in these short sessions is mail. While a first accumulation of dial-up sessions

is observed at a duration of 60 seconds, the peak for ADSL connections is ob-

served at 10 seconds. This is explained by the fact that a simple check for e-mail
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Figure 5.4: Session duration distribution.
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5   Influence of the Access Speed on the Traffic Characteristics
could be done very quickly if no dial-in procedure is required, that is, for ADSL

modems. About 30% of the sessions do not last longer than 100s.

Besides the session duration the data volume transferred is used for the char-

acterization of sessions. The up- and downstream volume distribution is shown in

Figure 5.5 and Figure 5.6, respectively. For all modem speeds – including ADSL

connections – the curves exhibit a similar shape, while the data amount increases

with the modem speed. The tail of the distributions decays linearly in double loga-

rithmic representation, which may be an indication of the distributions being

heavy-tailed. The ratio of down- and upstream session volume ranges from 4 to 7.

5.2.2 Application Usage

A gain in the access speed allows the comfortable use of new and different ser-

vices. While it might be acceptable to read Mail at a speed of 14.4 kbps, the speed

will not allow the reasonable use of interactive video telephony. To evaluate the

service usage dependence on the access speed, we list the volume share of the ser-

vices used in our measurement in Table 5.2. In the dial-in trace, 80% of the traffic

is caused by HTTP. Mail is the preferred application of users with slow 9.6 kbps

modems. The percentage of mail reduces with increasing modem speed, while ser-

vices like FTP or Games are utilized more often. As mentioned in Section 4.6,

Figure 5.6: Downstream session volume.
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5.2   Session Characteristics
Games have stringent requirements on the network quality and, thus run only with

faster access technology. FTP is used typically for larger downloads (c.f., Section

4.3) which are not practicable for slow access speed.

 The ADSL trace exhibits a completely different picture. The main part of the

traffic is caused by FTP and a video on demand application (denoted in Table 5.2

as “other TCP/UDP”). Part of the FTP traffic was also related to this video appli-

cation, since the video server was partially maintained via FTP.

The statistic in Table 5.2 could be somewhat misleading, since one might

think that ISDN users read less Mail than users with slower modems or ADSL us-

ers are surfing less than users with dial-up modems. Figure 5.7 shows the average

data volume per session for the services HTTP, Mail, FTP, and “other TCP/UDP”.

While the data volume of HTTP and FTP increase with modem speed, the volume

of Mail is independent of modem speed. The reason for this property is that, with

the exception of mailing lists, the usage of mail requires writing and sending mes-

sages. This limits the volume of mail independently of modem speed. As ex-

plained before, the high FTP and “other TCP/UDP” usage of ADSL users is

related to additional offered services, that is, video on demand.

Speed
[kbps]

Total
Data

Volume
[GB] HTTP Mail FTP Telnet News DNS Games

Other
TCP

Other
UDP

9.6 0.07 55.03 29.88 0.02 0.31 0.00 0.87 0.00 13.44 0.45
14.4 1.9 80.41 9.27 1.13 0.47 1.32 0.69 0.00 6.29 0.42
28.8 12.0 80.19 9.89 0.98 0.27 2.36 0.42 0.24 4.61 1.04
31.3 9.9 79.18 5.89 1.96 0.08 0.83 0.41 0.43 10.35 0.86
33.6 21.0 83.12 5.42 2.23 0.31 0.49 0.43 0.12 7.28 0.61

56 10.7 79.97 4.58 2.85 0.15 0.55 0.39 0.00 10.49 1.03
64 26.6 74.02  3.29  5.01 0.23  1.50  0.28  3.05 11.51  1.11

ADSL 42.5 12.69 0.71 30.7 0.11 0.30 0.08 0.0 55.4

Table 5.2: Volume percentage of services.
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5   Influence of the Access Speed on the Traffic Characteristics
As indicated in Figure 5.3, around 30% of the sessions last less than 100 sec-

onds. Comparing the services used in these sessions with the average of all ses-

sions the role of HTTP and Mail are found to be exchanged. Mail volume ranges

from 80% to 50% in these short sessions. This results from the fact that users

check mail or download mail and then read mail off-line. This could also imply

the first peak in the session duration distribution.

About 10% of the TCP port numbers are used too rarely to show up in this

statistic and could not be assigned to known services. Compared to investigations

carried out at the same time in universities LANs [92], where traffic from Real

Audio radio transmission were an issue, no evidence for Real Audio streaming

was found in the dial-in measurement. The unidentified UDP port numbers take at

most one percent of the traffic volume, thus, it could be assumed that the applica-

tion Real Audio is yet not attractive to modem users that are charged on usage

time.

Figure 5.7: Average data volume per service (HTTP, Mail, FTP) and session.
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5.3   Application Characteristics
5.3 Application Characteristics

Table 5.3 lists, depending of the access speed, the percentage and application vol-

ume of sessions in which one of the main applications HTTP, Mail or FTP is used.

Compared to Figure 5.7 all results in this section are conditioned by the fact that

an application is actually used. The usage of HTTP grows slightly but the volume

of HTTP sessions increases significantly with the access speed. An identical in-

crease of the usage percentage and volume can be seen for FTP. The Mail usage

reduces slightly with increasing access speed, and the volume keeps a constant

trend. Some exceptions are seen in the trace, that are probably related to the

heavy-tailed nature of the distributions contained in the trace. For example, for

28.8 kbps modems some very large e-mails were captured, confirmed by the CoV

of 18 and a 90% volume quantile of 79kB that is even less than the average vol-

ume.   

In the following, the Tables 5.4, 5.5 and 5.6 list the decomposition of the

HTTP, Mail and FTP sessions into pages respectively TCP connections depending

on the access speed. In some cases the numbers do not reflect the trends exactly –

a observation that is also based on the heavy-tailed nature of the described distri-

Application Usage

Speed HTTP FTP Mail

% Vol.[kB] % Vol. [kB] % Vol. [kB]

9.6 29.5 413 0.8 0.6 74.6 95
14.4 54.3 727 3.9 143 73.3 58
28.8 68.5 1170 4.6 187 67.4 142
31.2 67.4 1170 4.2 482 68.3 79
33.6 65.9 1261 5.1 437 68.8 75

56 72.5 1521 8.4 470 68.5 90
64 72.4 1744 9.0 973 59.3 91

Table 5.3: Application usage and volume in dependence of access speed.
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5   Influence of the Access Speed on the Traffic Characteristics
butions. For such distributions, the mean value is infinite, which implies that mean

value estimated from finite samples varies heavily and may increase with the

number of observations.

For SMTP and POP3 used for reading e-mail, the variations found are not re-

lated to the access speed. The number of SMTP connections in an average session

is constant and differences in the session volume are related to the average volume

of single SMTP connections. For the POP3 protocol a similar behavior is ob-

served, with the exception of the 56kbps modem class. In this category we ob-

serve a significantly higher number of connections in an average session with

average volume. The connections are smaller and show a shorter inter-arrival

time, which in summary leads to a session volume comparable to that of other mo-

dem speeds.

The increase of the HTTP session size is caused likewise by an increase of

the average number of pages per session, number of connections per page and av-

erage volume of the pages and TCP connections. The observation holds for both

web page definitions, c.f., Section 4.2.1. The inter-arrival time for pages discerned

by locality definition reduces with increasing access speed. For pages discerned

by 1s gap, the inter-arrival time does not depend on the access speed, instead the

SMTP POP3

Speed

Session
Volume

[kB] # Conn.

Conn.
Volume

[kB]
IAT
[s]

Session
Volume

[kB] # Conn.

Conn.
Volume

[kB]
IAT
[s]

9.6 15 1.0 15 292 103 1.7 60 185
14.4 52 1.4 38 234 41 1.8 23 207
28.8 136 1.4 97 231 104 2.4 43 207
32.2 72 1.4 51 242 59 2.6 23 194
36.6 72 1.5 49 269 55 2.5 22 190

56 113 1.4 80 242 59 5.2 11 89
64 91 1.5 59 489 68 3.4 20 206

Table 5.4: Speed dependent SNMP and POP3 decomposition.
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5.3   Application Characteristics
average number of connections per page increases more than that of pages dis-

cerned by locality.

FTP data sessions show comparable behavior as the HTTP sessions. The av-

erage volume of the FTP sessions increases with the access speed. The reasons are

found in an increase of both, the average volume of single connections as well as

the average number of connections within a session.

HTTP: pages discerned by 1s gap

Speed

Session
Vol.
[kB] # Pages

Page
Vol.
[kB]

# 
Conn./
Page

IAT
[s]

UTT
[s]

UTT
(neg.)

[s]

9.6 413 6.2 59 7.2 123 39 -
14.4 727 7.4 98 11.6 126 38 -
28.8 1170 8.0 147 14.8 120 37 -
32.2 1170 9.3 125 12.9 110 37 -
36.6 1261 9.7 130 13.6 113 37 -

56 1521 9.1 166 15.6 116 38 -
64 1744 8.1 214 16.7 127 48 -

HTTP: pages discerned by locality and 1s gap

Speed

Session
Vol.
[kB] # Pages

Page
Vol.
[kB]

# 
Conn./
Page

IAT
[s]

UTT
[s]

UTT
neg.
[s]

9.6 413 15.0 24 3.0 50 36 57
14.4 727 23.3 31 3.7 42 35 68
28.8 1170 31.1 38 3.8 34 32 55
32.2 1170 35.0 33 3.4 32 32 53
36.6 1261 35.9 35 3.7 33 32 48

56 1521 37.8 40 3.8 30 31 47
64 1744 37.0 47 3.7 30 36 46

Table 5.5: Speed dependent HTTP decomposition.
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The decomposition of the most frequent used applications gives no single ex-

planation for the increasing session volume. The growth in not only related to the

fact that more objects, i.e. web pages, files, are downloaded, but also the size and

complexity of the objects grow.

5.4 HTTP connection characteristics

Since 80% of the traced traffic volume of dial-in modems are HTTP connections

and the same trend was found for FTP connections, we concentrate in the follow-

ing on characteristics of HTTP connections.

As shown in Section 3.2 the user activity changes in dependence of the day-

time and the tariff structure of the German Telekom AG. This user activity is also

reflected in the achievable average data rate during the day. Figure 5.8 and

Figure 5.9 depict the TCP connection data rate in up- and downstream direction,

respectively. The largest data rate for dial-in modems is obtained between mid-

night and 8 a.m, while the data rate of ADSL connections is reduced only during

the local business hours. For dial-in modems, the obtained data rate does not in-

crease during the maximum activity period, even when the backbone load of the

bearer DFN network [93] decreases in the evening. Nevertheless, the modem

FTP data FTP control

Speed

Session
Volume

[kB] # Conn.

Conn.
Volume

[kB]
IAT
[s]

Session
Volume

[kB] # Conn.

Conn.
Volume

[kB]
IAT
[s]

9.6 - - - - - - - -
14.4 425 7.0 61 37 4.1 2.8 1.5 279
28.8 678 18.5 37 21 5.3 4.2 1.3 185
32.2 1762 8.9 198 77 4.9 5.6 0.9 230
36.6 1104 9.2 120 68 5.6 5.3 1.1 206

56 1467 9.1 160 68 17.6 6.4 2.7 178
64 2462 11.6 212 65 7.9 7.8 1.0 130

Table 5.6: Speed dependent FTP decomposition.
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5.4   HTTP connection characteristics
speed is reflected in the obtained data rate, but the gain for ADSL modems is less

than expected by the 2.5 Mbps downstream rate. Further discrimination of the

connection destinations in conjunction with a data rate analysis could give valu-

able hints for network bottleneck detection.

The TCP-connection volume distribution depicted in Figure 5.10 and

Figure 5.11 for up- and downstream direction, exhibits a similar shape for all ac-

cess speeds. Also the shape of the volume distribution in up- and downstream di-

Figure 5.8: Upstream TCP-connection data rate in dependence of daytime.
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Figure 5.9: Downstream TCP-connection data rate in dependence of daytime.
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5   Influence of the Access Speed on the Traffic Characteristics
rection is similar, showing a heavy-tailed decay over four orders of magnitude.

The downstream volume is about one order of magnitude larger than the upstream

volume. The volume increases only slightly with the access speed.

The shape of the data rate distributions is independent of the access speed but

differs for up- and downstream direction, as shown in Figure 5.12 and

Figure 5.13. In general the downstream rate is one order of magnitude larger than

Figure 5.10: Upstream TCP-connection volume distribution.
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Figure 5.11: Downstream TCP-connection volume distribution.
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5.4   HTTP connection characteristics
the upstream rate, which follows directly from the TCP-connection volume distri-

bution. Some connections reach upstream data rates that are 10 times higher than

the modem speed. This could happen if a connection setup is requested with a

SYN-packet and refused with a Reset-packet. In this case, the modem speed does

not affect the measurement.

The throughput of TCP-connections depends on a closed-loop control cycle.

Therefore, the up- and downstream data rate is correlated. Figure 5.14 shows the

Figure 5.12:  Upstream TCP data rate distribution.

102 103 104 105 10610-5

10-4

10-3

10-2

10-1

100

ups. HTTP data rate [bps]

C
C

PD
F

ADSL
64 kbps
56 kbps
30 kbps
14 kbps
9.6 kbps

102 103 104 105 10610-5

10-4

10-3

10-2

10-1

100

ups. HTTP data rate [bps]

C
C

PD
F

ADSL
64 kbps
56 kbps
30 kbps
14 kbps
9.6 kbps

102 103 104 105 10610-5

10-4

10-3

10-2

10-1

100

downs. HTTP data rate [bps]

C
C

PD
F ADSL

64 kbps
56 kbps
30 kbps
14 kbps
9.6 kbps

102 103 104 105 10610-5

10-4

10-3

10-2

10-1

100

downs. HTTP data rate [bps]

C
C

PD
F ADSL

64 kbps
56 kbps
30 kbps
14 kbps
9.6 kbps

Figure 5.13: Downstream TCP data rate distribution
85



5   Influence of the Access Speed on the Traffic Characteristics
correlation of up- and downstream data rates for 14 kbps. The corresponding chart

for ADSL access speed is depicted in Figure 5.15. The figures for the remaining

modem speeds are omitted since no additional information is contained. The range

of up- and downstream ratio is similar for all modem speeds, but of course the

faster modems capture a wider range of data rates.

If up- and downstream data rate were highly correlated, the plot in

Figure 5.15 would be a diagonal line.

Figure 5.14: TCP data rate correlation for 14.4kbps.
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Figure 5.15: TCP data rate correlation for ADSL.
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5.4   HTTP connection characteristics
The up- and downstream rate ratio varies mainly over 2 orders of magnitude,

as shown in Figure 5.16, where the rate ratio is rendered over the downstream data

volume for 14.4 kbps modems. Again, the figures look similar for the investigated

modem speeds, but for faster modems larger connections are measured (c.f.

Figure 5.17). For small downstream data volume the upstream rate is higher than

Figure 5.16: HTTP connection up-/downstream rate to connection 
volume correlation for 14.4kbps modem class.
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Figure 5.17: HTTP connection up-/downstream rate to connection 
volume correlation for ADSL access.
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5   Influence of the Access Speed on the Traffic Characteristics
the downstream rate. For large connections a limit is reached at 1/50, since two

data packets of 1500 Bytes could be acknowledged with one packet of 60 Bytes.

The graphs are determined by the basic TCP acknowledgement mechanism, de-

scribed in Section 3.2.3. This mechanism implies, that for fast transmission of

HTTP data, where about 50% of the downstream connection volumes are less than

3000 Bytes, a symmetric connection is preferable.
88



6 Parametrization

In the previous chapters we described the components of Internet traffic on differ-

ent levels of the protocol hierarchy. To utilize these results a description of the

traffic in form of distributions that can be used for random number generation is

required. We will review which distributions are suitable to reflect the properties

of Internet traffic. We aim to identify these distributions and to give parameters for

the relevant components of the Internet traffic model.

6.1 Heavy-Tailed and Subexponential 
Distributions

Heavy-tailed and subexponential distributions are often used for modelling data

sets with high variance, where extremely large values compared to the sample

mean occur. This kind of data is seen for computer network data, e.g. in file size

distributions of web pages and file servers [2, 21], and CPU time usage [38].

Heavy-tails are also reported to be present in data sets related to financial and in-

surance data [50, 36]. The auto-correlation of computer network and video traffic

shows a heavy-tailed behavior [35, 45], a phenomenon often referred to as self-

similarity.

Many of the distributions mentioned in this work have the property that the

tails of these distributions decrease more slowly than an exponential tail. In a plot
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6   Parametrization
on double logarithmic axes, the tail of the complementary cumulative probability

density function (CCPDF) appears to be a straight line which is an indication that

these distributions are heavy-tailed or subexponential, respectively.

In the following we will show the mathematical background of heavy-tailed

distributions and discuss the difference of heavy-tailed and subexponential distri-

butions.

Let  be a random variable with CPDF  and a complemen-

tary CPDF (CCPDF) . The distribution 

is heavy-tailed if 

.  (6.1)

The notation  stands for . Heavy-tailed dis-

tributions have infinite variance and for  the distribution has an infinite

mean.

When rewriting Equation (6.1) as

 (6.2)

the mathematical foundation for the characterization of heavy-tailed distributions

as straight line in double logarithmic representation becomes obvious. For finite

samples the linear decay can be seen only over some orders of magnitude. Further

the empirical sample mean and variance are finite, but may grow with increasing

sample size. Subexponential distributions have also a tail that decays slower than

any exponential tail, but opposed to heavy-tailed distributions these distributions

have finite mean and variance. A examples for heavy-tailed distributions is the

Pareto distribution, and for subexponential distributions the lognormal or Weibull

distribution.

6.2 Estimation of the Heavy-Tailed Index

The identification of the presence of a heavy-tail in a measured sample is of im-

portance for the modeling and evaluation of the measurement. On one hand, the
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6.2   Estimation of the Heavy-Tailed Index
heavy-tailed property limits the set of distributions suitable for modeling. On the

other hand, heavy-tails imply that the estimation of the samples moments, that can

be infinite, may not be consistent when increasing the sample size. Especially if

the sample is drawn from a distribution with infinite mean, e.g. Pareto with ,

the empirical mean and variance of the sample are finite but increase with the size

of the sample.

In the previous chapters we applied the simplest estimator for heavy-tails in

distributions, that is, the visual inspection of the plot of the CCPDF in a double

logarithmic graph. The distribution is said to be heavy-tailed if the tail decreases

in a straight line. According to Equation (6.2) the gradient of the linear part of the

tail is denoted as heavy-tailed index .

In the following we will describe two more mathematical approaches to de-

termine the heavy-tailed property of a distribution, the Hill and the scaling estima-

tor.

6.2.1 Hill Estimator

The Hill estimator [40] evaluates the heavy-tailed index in dependency of the 

largest elements in the sample. These are described by the sample’s order statistics

, where the sample items are sorted by size, that is, . The Hill

estimator is defined as follows:

.  (6.3)

The Hill estimator is applied plotting the estimator against increasing values

of . The estimate of  is given when the estimator converges to a consistent

value.

For both, the visual estimation of the heavy-tail and the Hill estimator, the

quality of the result depends on the proper choice of the beginning of the tail. For

measured data sets the distinction between the body and the tail of the distribution

is not obvious. The problem is demonstrated in Figure 6.1 for the empirical distri-
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6   Parametrization
bution of web pages. The blue line represents the linear least-square fit for pages

larger than 100 kByte. The limit of 100 kByte was determined by optical estima-

tion of the start of the tail. A selection of a start value smaller than 100 kByte, e.g.

50 kByte – which is also correct according the optical estimate – would result in a

less steep gradient of the line.

Figure 6.1: Tail behavior for HTTP page volume.
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Figure 6.2: Hill estimator for the HTTP page volume distribution.
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6.2   Estimation of the Heavy-Tailed Index
The same difficulties occur, when applying the Hill estimator. Figure 6.2 il-

lustrates the Hill estimator applied to the HTTP page volume data set for a wider

range of the parameter  as usual. Normally when increasing  until the estima-

tor converges, the estimator would stop at a  between 10000 and 20000. These

values relate to a tail beginning with elements larger than 350 kByte. When the es-

timation is continued, the estimator increases for values of  ranging from 20000

to 40000, which represents elements larger then 200 KByte in the tail of the distri-

bution. A further increase of  leads to a decay of the estimator.

The interpretation of Figure 6.2 gives an estimate of  between 1.37 and

1.42, where the estimator stays constant for a reasonable number of samples. It al-

lows not to determine where the tail of the distribution unambiguously begins.

6.2.2 Scaling Estimator

A method to determine the heavy-tailed index of distributions without specifying

the beginning of the tail is introduced with the scaling estimator [23]. This estima-

tor determines automatically the region of the distributions tail where a power-law

behavior is found. The estimator gives no proof of heavy-tailed behavior, but fa-

cilitates the decision based on a graphical inspection of the distributions region

where heavy-tailed behavior is detected.

The Scaling Property
The scaling estimator is based on a formulation of the central limit theorem for

distributions with infinite variance. In the classical central limit theorem, the dis-

tribution of the sum of independent random variables with finite variance con-

verges to a normal distribution. For heavy-tailed random variables with index 

the sum converges asymptotically to a stable distribution with identical index .

The effect, which can be observed also in empirical data sets, is the basis for the

scaling estimator.

To apply the estimator the following operations and measurements are ap-

plied to the data set. The aggregation  of the data set  is defined by the sum

on non-overlapping blocks of the data sets elements :

k k
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6   Parametrization
.  (6.4)

For two different aggregations  with of the same data

set, the tail behavior is illustrated in Figure 6.3. For any point

 in the tail of  the horizontal distance  and the

vertical distance  to the tail of  is measured.

The quantities  and  have the following properties when measured on a

data set distributed according a strictly -stable, , distribution. The

properties hold also for the tails of arbitrary heavy-tailed distributed data sets,

since these converge asymptotically to -stable distributions when being aggre-

gated.

The horizontal distance computes, using the scaling property, to:

.  (6.5)

For perfectly scaling distributions, such as the -stable or normal distribu-

tion, Equation (6.5) holds for arbitrary points in the distribution, i.e., any point of

the distribution could be used for measuring the distance  and to obtain an esti-
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Figure 6.3: Measurements used for the scaling estimator.
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6.2   Estimation of the Heavy-Tailed Index
mate of . When applying the estimator to empirical distributions with asymp-

totic power tails, the range of points where the estimator is evaluated has to be

restricted. For this means, the vertical distance  is evaluated. For elements in the

tail of heavy-tailed distributions, c.f., Equation (6.1), the following relation, based

on the scaling property, is derived [23]:

.  (6.6)

The scaling property holds also for the normal distribution ( ), to

which the aggregation of finite variance variables tend to converge. Since the esti-

mator is applied to the tail of the distribution, there might be few data points to al-

low for a large aggregation. Thus, the estimate might be not reliable, but this case

can be identified by a visual inspection of the results.

Application of the Scaling Estimator
Before the scaling estimator is applied to a measured sample the sample mean is

subtracted from every element of the sample. The aggregation step size, that is,

the quotient of two neighboring aggregations is set to . The num-

ber of aggregations is set to 10, yielding the aggregated data sets

. For each data set the CCPDF in double logarithmic repre-

sentation is derived.

In the next step, the values of  and  in relation to the next higher aggrega-

tion level are measured for each point in the tail of the CCPDF plots. With the

term “tail” we refer to the upper 90th percentile of the sample. The scaling param-

eter  is estimated for every point in the tail by the following relation, derived

from Equation (6.5):

.  (6.7)

An estimate  is accepted if the corresponding vertical distance  is within a

relative error  of less than 10% from the theoretical vertical distance, as defined

in Equation (6.6). The estimate  is accepted if
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6   Parametrization
.  (6.8)

The final estimate of the scaling parameter  is given by the average of the

accepted estimates  from all aggregations of the data set. The algorithm will

lead to an estimate even if only few data points lead to accepted estimates. Thus, a

visual inspection is required to decide whether the scaling is seen over some or-

ders of magnitude, which indicates a heavy-tailed behavior. If the sample scales

only locally, the sample is classified as not heavy-tailed.

6.2.3 Results of the Heavy-Tailed Index Estimation

In the following we demonstrate the evaluation of the scaling estimator and com-

pare the results to the results of the Hill estimation. The evaluation is done exem-

plary on three samples, that show different behaviors. The results for the modeling

relevant samples are summarized in Table 6.1.

Example: HTTP Inter-Arrival Time – No Evidence for Heavy-Tail
The scaling estimator of the HTTP inter-arrival time is depicted in Figure 6.4. The

aggregations are shown in the left graph in increasing order from left to right. Ac-
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Figure 6.4: Scaling estimator for the HTTP inter-arrival time.
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6.2   Estimation of the Heavy-Tailed Index
cepted estimates are indicated by bold points. The estimator shows valid estimates

only at the beginning and at the last portion of the tail. Thus, the scaling property

is not found in a significant part of the tail. The Hill estimator, shown in the right

graph of Figure 6.5, does not converge, either. As conclusion, the HTTP inter-ar-

rival time distribution is not heavy-tailed.

Example: HTTP Page Volume – Strong Evidence for Heavy-Tail
Figure 6.6 and Figure 6.7 show the scaling and Hill estimator for the measured

HTTP page volume, respectively. The scaling estimator is bases on accepted trial

estimates found in the tail of the empirical distribution over three orders of magni-

tude. The scaling property is present in a large area of the aggregated data sets.

The evidence of a heavy-tail by the scaling estimator is confirmed by the conver-

gence of the Hill estimator.

The scaling estimator derives an  value of 1.25, while the Hill estimation

converges at 1.4. The difference stems from the fact, that the scaling estimator

takes the end of the tail, where only few samples are measured, not into account.
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Figure 6.5: Hill estimator for the HTTP inter-arrival time.
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6   Parametrization
Example: Session Volume – Weak Evidence for Heavy-Tail
In difference to the previous mentioned examples, the tail estimation for the ses-

sion volume gives evidence for and against being heavy-tailed. As depicted in

Figure 6.8 the Hill-estimator does not converge. While the Hill-estimator does not

indicate a heavy-tailed behavior, the scaling-estimator in Figure 6.9 shows ac-

cepted estimates over two orders of magnitude for the first aggregations of the

Figure 6.6: Scaling estimator for the HTTP page volume.
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Figure 6.7: Hill estimator for the HTTP page volume.
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6.2   Estimation of the Heavy-Tailed Index
data set. The size of the sample does not allow for reliable results for the higher

aggregations of the data set.

Interpreted from the facts in Figure 6.9 the session volume shows no heavy-

tailed behavior. But the scaling behavior at the first aggregation levels indicates

that a larger sample may continue the scaling also for higher levels of aggregation.
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Figure 6.8: Hill estimator for the session volume.
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6   Parametrization
Summarized Tail Estimation Results
The following Table 6.1 summarizes the results of the tail estimation. We have

evaluated both, the scaling and Hill estimator. A result based on the scaling

method is given for every sample, the validity of the estimation, based on the vi-

sual inspection, is shown in the last column. The graphs for the Hill estimation

and visual inspection of the scaling estimator are given in the Appendix B.

sample type
 scaling
estimate

Hill
estimate

 heavy-
tailed?

session inter-arrival time  0.99  1.55  no
volume  1.71  -  no
duration  2.02  -  no

HTTP
by locality 
and 1s gap

inter-arrival time  1.22  -  no
conn. per page  1.66  -  no
page volume  1.25  1.4  yes
initial object size  1.15  1.5  yes
follow-on object size 1.19 1.7 no
user-think time  1.32  1.7  yes

HTTP,
by 1s gap

inter-arrival time  1.35  -  no
conn. per page  1.57  -  no
page volume  1.24 -  yes
initial object size  1.15  1.5  yes
follow-on object size 1.23 1.7 no
user-think time  1.31  1.6  yes

FTP control inter-arrival time 1.26 - no
volume 1.39 - no

FTP data inter-arrival time 1.24 - no
volume 1.31 - no

Mail SMTP inter-arrival time 1.40 - no
volume 1.54 - no

Mail POP3 inter-arrival time 1.26 - no
volume 1.21 0.7 yes

Table 6.1: Tail estimation summary.
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6.3   Distribution Fitting
A general observation of the tail estimation is that the scaling- and Hill esti-

mator result in different numerical estimates. In most cases the Hill-estimator

gives a larger estimate of  since it takes all values of the tail of the distributions

into account, whereas the scaling-estimator does not take into account under-rep-

resented values at the end of the tail.

6.3 Distribution Fitting

This sections aims at giving an applicable set of distributions and parameters that

can be used to model Internet traffic. The presented distributions are selected to

keep the model simple and applicable for analysis and simulation purposes. We

estimate the parameters for the sampled model components with regard to the

most often cited distributions for Internet traffic, i.e., for the Pareto, lognormal,

Weibull and gamma distributions. An overview of WWW traffic models utilizing

these distributions is given in [87]. 

A more accurate modeling of Internet traffic is possible at the cost of higher

complexity distributional models. Recently, several combined models have been

presented, such as the combination of a lognormal and Pareto distribution for

modeling the body and tail of a sample [3], respectively. The double Pareto log-

normal distribution and multiple application of this model are shown to improve

the matching accuracy of file size distributions [76, 39]. Non parametric ap-

proaches such as kernel estimates have been presented to work with high accuracy

on small data sets [44]. These more accurate models may lead to a reduced appli-

cability if several components have to correspond in an Internet traffic model.

Before discussing the parameter estimates, we will present the distributions

and the way the parameters were estimated.

α
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6   Parametrization
6.3.1 Distributions for Modeling Internet Traffic

Pareto Distribution
 The Pareto distribution is heavy-tailed, respectively follows a power law over its

entire range. The PDF of the Pareto distribution is given by:

.  (6.9)

The CPDF is defined by

 (6.10)

where the constant  represents the smallest possible value of the random vari-

able and  denotes the slope of the tail in double logarithmic representation.

The parameters  and  are determined by a least square estimation of a line

to the empirical double logarithmic CPDF of the data set. This estimation utilizes

the fact that the Pareto distribution is heavy-tailed for the entire range of the distri-

bution.

Lognormal Distribution
The PDF of the Lognormal distribution is given by:

.  (6.11)

The mean of the Lognormal distribution computes as  and the

variance is defined as . A closed form for the Log-

normal distribution and its CPDF is not available.

For a sample the parameters  and  of the Lognormal distribution are esti-

mated as follows:  and .
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6.3   Distribution Fitting
Weibull Distribution
The Weibull PDF is determined by the parameters  and . For  the

Weibull distribution is identical to the exponential distribution:

.  (6.12)

The CPDF is defined by

.  (6.13)

The parameters are estimated with the software package MATLAB [94], that

provides a maximum likelihood estimator for Weibull distributions.

Gamma Distribution
The gamma distribution is also used in publications for the modeling of Internet

traffic [18, 87]. The PDF of the gamma distribution is defined as follows:

,  (6.14)

where  for . If  is an integer, the distribution is also

named Erlang distribution. The CPDF is expressed by the incomplete gamma

function and has to be evaluated numerically.

Similar to the Weibull distribution, the parameters of the gamma distribution

were estimated with the software package MATLAB. Some of the data sets did

not match to the gamma distribution. 

6.3.2 Evaluation of the Parametrization: QQ Plot

A common method to compare distributions is the QQ plot. If  denotes the

distribution function of a continuos random variable, the q-quantile, , of

 is given by the value  that resolves . A QQ plot compares two

distributions by plotting the quantiles  for  of the two

distributions against each other. When the distributions are almost identical or, in

the case of empirical distributions, similar, the plot will be approximately linear

with a slope of 1.
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6   Parametrization
To accommodate for the characteristics of the data samples in this work, we

have adopted the QQ plot accordingly. Since some of the data sets are too large to

plot every possible quantile, we decided to use a set  where the resolution in-

creases at the tail of the distribution. Since the range of the values in most of the

samples ranges over several orders of magnitude, the QQ plots are depicted in

double logarithmic representation.

The modifications keep the basic properties of QQ plots, but allow to inspect

the matching of the distributions for small quantiles, as well as for quantiles in the

tail region.

6.3.3 Parametrization Results

In this section, we present some examples for the evaluation of the parametriza-

tion and give an tabular overview of the suggested parameters for the measured

data sets.

Fitting of not Heavy-Tailed Data Set: Session Duration
The session duration was classified as data set which is not heavy-tailed in the

strict sense. As depicted in Figure 6.10, the QQ plot of the fitted distributions, i.e.

Pareto, lognormal, Weibull and gamma confirms this classification. The Weibull

distribution fits best to the grey diagonal line, which represents the exact matching

to the empirical data set. The lognormal distribution fits the body of the distribu-

tion well, but does not fit at the tail of the distribution. The Pareto distribution

does not fit at all. The gamma distribution, is similar to the Weibull distribution,

but does not fit as good as the Weibull distribution. The latter observation was

seen not only for this data set, but seems to hold for all observed data sets for

which a valid gamma parametrization was found.

Fitting of Heavy-Tailed Data Set: HTTP Initial Object Size
Figure 6.11 shows the QQ plot for the parametrization of the HTTP initial object

size for web pages that are discriminated by 1 second gap. While the Weibull dis-

tribution does not fit to the samples distribution, the Pareto and Lognormal distri-

qi
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6.3   Distribution Fitting
butions fit to the data set. The Pareto distribution fits the tail of the empirical data

and the discrepancy at the body of the distribution is not too big. The lognormal

distribution fits well to the body of the data set, but does not represent the tail be-

havior. Thus the Pareto distribution would be first choice for modeling the heavy-

tailed HTTP initial object size.
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Figure 6.10: Parametrization of session duration.
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Figure 6.11: Parametrization of the HTTP initial object size.
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6   Parametrization
Are Heavy-Tailed Data Samples Fitted Optimal with Heavy-Tailed 
Distributions?
In the previous two examples the data sets were fitted best by distributions that be-

long to the type the data set was classified, i.e., subexponential respectively

heavy-tailed. Measured data sets are always limited in the number of samples.

Thus, we can test for properties like infinite variance or scaling behavior, but the

empirical mean and variance of the data set is finite and a small uncertainty of the

test results remains.

The HTTP page volume data set is classified by the scaling-estimator as

heavy-tailed. The QQ plot for the fitted Pareto, lognormal and Weibull distribu-

tion in Figure 6.12, shows that the best fit is obtained with the lognormal distribu-

tion. Nevertheless, the Pareto distribution leads to an acceptable model that

emphasizes the heavy-tail. The effect is also observed with the HTTP user-think

time data sets.

Figure 6.13 shows the reverse effect. The heavy-tailed property was not

found in the HTTP connections per page data set, but the heavy-tailed Pareto dis-

tribution models the sample better than the other distributions.

Figure 6.12: Parametrization of the HTTP page volume data set.
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6.3   Distribution Fitting
Summarized Parametrization Results
The chapter is concluded with a summary of the parametrization results. The

Table 6.2 gives the type and parameters for the distribution that fits best to the

sample. If the heavy-tailed property of the selected distribution and sample does

not match, we give an alternative parameter set. Since, the lognormal distribution

fitted the heavy-tailed data sets – especially with regard to the body of the distri-

bution – quite well, we will give this alternative also in the cases where the best fit

was obtained with the Pareto distribution. The use of a distribution with finite

variance shows better convergence in simulations and can be reasonable if the

study aims a short-range effects. The results base also on QQ plots.
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Figure 6.13: Parametrization of the HTTP connections per page data set.
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6   Parametrization
sample type  best fit by QQ plot alternative

session inter-arrival time Lognormal
a = 2.29, b = 1.16

 -

volume Weibull
a = 0.0011, b = 0.45

 -

duration  Weibull
a = 0.028, b = 0.57

 -

HTTP
by locality 
and 1s gap

inter-arrival time Weibull
a = 0.17, b = 0.60

 -

conn. per page  Pareto
a = 1.76, k = 1.68

 Lognormal
a = 0.65, b = 0.92

page volume Lognormal
a = 8.78, b = 1.86

 Pareto
a = 1.19, k = 3587

initial object size  Pareto
a = 1.26, k = 1780

 Lognormal
a = 8.04, b = 1.51

follow-on object 
size

Lognormal
a = 8.08, b = 1.48

-

user-think time Lognormal
a = 2.09, b = 1.91

 Pareto
a = 0.99, b = 1.07

HTTP,
by 1s gap

inter-arrival time  Lognormal
a = 3.81, b = 1.31

 -

conn. per page Lognormal
a = 1.44, b = 1.37

 -

page volume Lognormal
a = 10.0, b = 1.94

Pareto
a = 1.01, b = 6755

initial object size Pareto
a = 1.16, k = 1940

 Lognormal
a = 8.45, b = 1.50

follow-on object 
size

Lognormal
a = 8.04, b = 1.48

-

user-think time  Lognormal
a = 2.60, b = 1.33

 Pareto
a = 1.29, k = 6.30

Table 6.2: Parametrization results.
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6.3   Distribution Fitting
FTP control inter-arrival time Lognormal
a = 2.91, b = 2.32

-

volume Lognormal
a = 6.32, b = 1.28

-

FTP data inter-arrival time Lognormal
a = 2.18, b = 1.75

-

volume Lognormal
a = 7.97, b = 2.53

-

Mail SMTP inter-arrival time Lognormal
a = 3.91, b = 2.12

-

volume Pareto
a = 0.83, k = 1280

Lognormal
a = 8.16, b = 1.77

Mail POP3 inter-arrival time Lognormal
a = 3.22, b = 2.22

-

volume Pareto
a = 0.81, k = 354

Lognormal
a = 6.38, b = 1.77

sample type  best fit by QQ plot alternative

Table 6.2: Parametrization results.
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7 Summary

This monograph was concerned with the characterization and modeling of Internet

traffic from a users perspective.

For this purpose, a flexible multi-layer model was presented, which is capa-

ble to describe Internet user traffic on session, application and connection layer.

The session layer represents the user activity period in the system. During this pe-

riod the user works with one or several different applications, described in the ap-

plication layer. These applications in turn transmit data over possibly parallel TCP

connections. The communication structure of the applications is derived in a re-

view of the Internet protocol stack. These communication structures range from

the serial exchange of data in a single connection, e.g. when mail is retrieved, up

to several parallel TCP connections to different servers, when a single web page is

downloaded.

The developed model is based on the evaluation of an Internet traffic mea-

surement at a dial-in access of the University of Würzburg. The Internet access

was charged by a time-based tariff, which was found to impact the user activity

with regard to the frequency of sessions and the session duration. The main traffic

sources were the applications HTTP with 80% of the total traffic volume, fol-

lowed by mail, and FTP with 6% and 3%, respectively. This traffic mix was also

reported in other backbone measurements at this the time.
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7   Summary
A thorough analysis of the application utilization showed that in most ses-

sions, except protocol supporting services such as DNS, a mix of different appli-

cations was used. The volume of the applications was found to be larger when

used in combination with other applications. Breaking down the application traf-

fic to the TCP connection level unveiled the characteristics of the application pro-

tocols. The description communication structure is given in terms of connection

volume and inter-arrival time. For the characterization of the HTTP protocol the

connections were grouped to pages, that represent the data traffic transferred upon

a single user interaction.

The distributions describing the model elements were found to have high

variance and a tail that decreases more slowly than exponential tails. The variance

of distributions, of such samples are drawn from, can be finite variance or infinite.

The distributions are called subexponential or heavy-tailed, respectively. To test

for the heavy-tailed property the Hill and scaling estimator were applied to the

data samples. The mail volume, HTTP page size, initial object size and user-think

time were estimated heavy-tailed. The use of such distributions in simulations re-

quires special attention with regard to the stability of the simulation [22].

The samples were fitted to distributions and a parametric description was ob-

tained. The heavy-tailed samples were fitted to heavy-tailed as well as finite vari-

ance distributions, where the matching accuracy was even better in some cases.

Since finite samples always contain a remaining uncertainty when estimating infi-

nite properties, the user has the choice to utilize finite variance distributions for

simulations when not aiming at long-range dependent properties of the traffic.

As continuation of the parametrization process an application of the theory of

Generalized Pareto Distributions [26, 77] is a promising approach for further re-

search.

Together with the packet trace a access log file was evaluated to obtain the

dial-in speed of the sessions. Further, the measurement results were compared to a

measurement of an ADSL access network. For larger access speed, the session du-

ration and volume increased. Especially for HTTP data, i.e, web page downloads,

the volume increased proportionally with the modem speed. A saturation was
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reached for the ADSL access, since web page download is limited by user interac-

tion. Faster access speed was also seen to enable new services. Online games were

only detected for higher access speeds and for the ADSL users a video server was

implemented.

Invariant to the access speed was the volume of e-mail transferred in an aver-

age session. The distribution of the volume of TCP-connections was invariant

with regard to the body of the distribution, but with higher access speed large con-

nections were seen, that contributed to the tail of the distribution.

The presented characterization and model of Internet user traffic was derived

from a measurement at a modem dial-in access network with a time-based tariff

system. On one hand, the trend for fixed-network Internet access is heading to-

wards ADSL with flat-rate tariff. This configuration allows for new services, i.e.

file-sharing, which takes at the beginning of 2003 up to 40% in backbone net-

works. On the other hand, the majority of the Internet users still accesses the Inter-

net over dial-in lines. For this reason, web content is still developed to be

accessible on slow lines. Emerging technologies such as GRPS and UMTS propel

the convergence of wireless and data networks. These new networks provide sim-

ilar data rates and the access is limited by tariff as seen in the investigated sce-

nario. Thus, the presented model is applicable for investigations in the user access

line and the concentrating access network.
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Appendix

A Session Characteristics

This section lists the main characteristics of the measured session in hourly reso-

lution. The characteristics show a strong dependence on the daytime, which is es-

pecially useful for the activity modeling.

A.1 Session Duration

starting
time

session duration

all weekday weekend

[s] CoV [s] CoV [s] CoV

0:00 1622 1.6 1533 1.6 1925 1.6
1:00 1637 1.6 1600 1.6 1738 1.6
2:00 1745 1.7 1452 1.8 2273 1.6
3:00 1493 1.5 1465 1.5 1549 1.5
4:00 1601 1.3 1620 1.4 1545 1.1
5:00 1277 1.6 1115 1.6 1711 1.6
6:00 702 1.7 638 1.9 945 1.2
7:00 651 2.4 590 2.6 967 1.5

Table 8.1: Session duration in dependence of daytime.
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A.2 Session Volume

8:00 789 2.7 773 2.8 875 2.0
9:00 604 2.0 537 1.9 850 2.0

10:00 647 2.1 572 2.1 879 2.0
11:00 632 1.9 535 1.8 893 1.8
12:00 619 1.9 519 1.7 888 1.9
13:00 654 2.1 576 1.9 853 2.3
14:00 701 2.1 633 2.0 888 2.2
15:00 707 2.0 616 1.9 946 1.9
16:00 708 1.9 602 1.8 987 1.8
17:00 705 2.1 629 2.4 892 1.7
18:00 782 2.1 732 1.9 945 2.3
19:00 817 1.9 779 2.0 939 1.7
20:00 1020 1.9 953 1.8 1251 1.9
21:00 1232 1.8 1204 1.9 1337 1.7
22:00 1298 1.7 1274 1.7 1392 1.6
23:00 1396 1.6 1367 1.6 1537 1.6

starting
time

session volume

all weekday weekend

[kB] CoV [kB] CoV [kB] CoV

0:00 2677 2.6 2654 2.7 2754 2.1
1:00 2782 2.2 2593 2.2 3289 2.2
2:00 3062 2.1 2190 2.0 4627 1.9
3:00 2824 2.2 2622 2.1 3239 2.4

Table 8.2: Session volume in dependence of daytime.

starting
time

session duration

all weekday weekend

[s] CoV [s] CoV [s] CoV

Table 8.1: Session duration in dependence of daytime.
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4:00 2774 1.4 2755 1.3 2832 1.5
5:00 2219 2.2 2058 2.5 2653 1.5
6:00 1443 3.0 1485 3.2 1283 1.6
7:00 1153 2.5 986 2.5 2019 2.3
8:00 1070 4.6 792 2.7 2563 4.4
9:00 917 5.8 596 3.8 2106 5.0

10:00 814 3.9 532 2.6 1692 3.5
11:00 814 3.0 519 3.2 1606 2.3
12:00 726 2.8 460 2.5 1438 2.3
13:00 736 3.5 514 2.8 1302 3.3
14:00 797 4.4 544 2.5 1495 4.3
15:00 795 3.0 554 2.8 1429 2.6
16:00 882 3.4 636 3.3 1534 2.9
17:00 825 2.9 639 3.4 1281 2.2
18:00 1006 2.8 918 2.6 1288 3.1
19:00 1143 3.3 1014 3.5 1559 2.8
20:00 1380 3.1 1238 3.1 1869 3.0
21:00 1666 2.9 1632 3.1 1795 2.1
22:00 1765 3.5 1710 3.8 1981 2.4
23:00 1980 2.4 1913 2.4 2304 2.0

starting
time

session volume

all weekday weekend

[kB] CoV [kB] CoV [kB] CoV

Table 8.2: Session volume in dependence of daytime.
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A.3 Session Inter-Arrival Time

starting
time

session inter arrival time

all weekday weekend

[s] CoV [s] CoV [s] CoV

0:00 22 1.0 20 1.0 31 1.0
1:00 37 1.0 35 1.0 42 1.0
2:00 65 1.1 69 1.1 56 1.0
3:00 135 1.1 140 1.1 127 1.0
4:00 279 1.0 265 1.1 324 0.9
5:00 331 1.0 310 1.1 388 0.8
6:00 183 1.0 155 1.0 287 0.9
7:00 60 1.1 50 1.1 112 0.9
8:00 33 1.2 27 1.0 64 1.1
9:00 23 1.0 21 1.0 34 1.0

10:00 18 1.0 17 1.0 23 1.0
11:00 17 1.0 16 1.0 18 1.0
12:00 17 1.0 17 1.0 18 0.9
13:00 16 1.0 16 1.0 16 1.0
14:00 16 1.0 15 1.0 17 1.1
15:00 17 1.0 16 1.0 17 1.0
16:00 15 1.0 14 1.0 15 1.0
17:00 14 1.0 14 1.0 14 1.1
18:00 11 1.0 10 1.0 13 1.0
19:00 10 1.0 10 1.0 13 1.0
20:00 11 1.1 10 1.1 14 1.1
21:00 10 1.1 9 1.0 14 1.1
22:00 12 1.1 10 1.1 16 1.0
23:00 15 1.6 13 1.1 26 1.8

Table 8.3: Session inter-arrival time in dependence of daytime.
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B Tail Estimation

To improve the readability of the document, the graphs for the tail-estimation and

distribution fitting of the measured Internet traffic characteristics were shown only

partially in the related section. The complete overview of the estimators is given

in the following,

B.1 Session Estimators
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Figure B.1: Scaling and Hill estimator of the session inter-arrival time.
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Session Volume

Session Duration
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Figure B.2: Scaling and Hill estimator of the session volume.
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Figure B.3: Scaling and Hill estimator of the session duration.
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B.2 Web Page Estimators, by locality and 1s gap
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Figure B.4: Scaling and Hill estimator of the HTTP inter-arrival time, 
pages discerned by locality and 1s gap.
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Figure B.5: Scaling and Hill estimator of the number of connections 
per HTTP page, pages discerned by locality and 1s gap.
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HTTP Page Volume

HTTP Initial Object Size
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Figure B.6: Scaling and Hill estimator of the HTTP page volume, 
pages discerned by locality and 1s gap.
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Figure B.7: Scaling and Hill estimator of the HTTP initial object size, 
pages discerned by locality and 1s gap.
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HTTP Follow-On Object Size

HTTP User-Think Time
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Figure B.8: Scaling and Hill estimator of the HTTP follow-on object 
size, pages discerned by locality and 1s gap.

X
1( ) … X

512( ), ,

0 1000 2000 3000 4000 5000
1

1.5

2

2.5

k

H
il

l E
st

im
at

or
(k

) HTTP User-Think Time

Figure B.9: Scaling and Hill estimator of the HTTP user-think time, 
pages discerned by locality and 1s gap.
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B.3 Web Page Estimators, by 1s gap

HTTP Inter-Arrival Time

HTTP Connections Per Page

Figure B.10: Scaling and Hill estimator of the HTTP inter-arrival time, 
pages discerned 1s gap.
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Figure B.11: Scaling and Hill estimator of the number of connections 
per HTTP page, pages discerned 1s gap.
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HTTP Page Volume

HTTP Initial Object Size

Figure B.12: Scaling and Hill estimator of the HTTP page volume, 
pages discerned by 1s gap.
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Figure B.13: Scaling and Hill estimator of the HTTP initial object size, 
pages discerned by 1s gap.
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HTTP Follow-On Object Size

HTTP User-Think Time

Figure B.14: Scaling and Hill estimator of the HTTP follow-on object 
size, pages discerned by 1s gap.
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Figure B.15: Scaling and Hill estimator of the HTTP user-think time, 
pages discerned by 1s gap.
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B.4 FTP Estimators
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Figure B.16: Scaling and Hill estimator of the FTP control inter-arrival time.
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Figure B.17: Scaling and Hill estimator of the FTP control volume.
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FTP Data Inter-Arrival Time

FTP Data Volume

Figure B.18: Scaling and Hill estimator of the FTP data inter-arrival time.
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Figure B.19: Scaling and Hill estimator of the FTP data volume.

3 4 5 6 7 8
-4

-3

-2

-1

0

Log10(X)

L
og

10
(P

[X
 >

 x
])

0 1000 2000 3000
0

0.5

1

1.5

2

2.5

k

H
il

l E
st

im
at

or
(k

) FTP Data Volume

X
1( ) … X

512( ), ,
128



B.5 Mail Estimators

SMTP Inter-Arrival Time

SMTP Volume

Figure B.20: Scaling and Hill estimator of the SMTP inter-arrival time.
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Figure B.21: Scaling and Hill estimator of the SMTP volume.
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POP3 Inter-Arrival Time

POP3 Volume

Figure B.22: Scaling and Hill estimator of the POP3 inter-arrival time.
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Figure B.23: Scaling and Hill estimator of the POP3 volume.
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