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1 Introduction

The improved capabilities of wireless sensors have ratseihterest in Wireless
Sensor Network (WSN) solutions. The higher demand resul@ver hardware
prices which further increases the number of applicatibas hecome econom-
ically feasible. Sensor applications, like home autonmgti@ve the potential to
change our everyday life while others will not be recognidedctly. Habitat and
agricultural monitoring were one of the first applicationtsieh were investigated
during the early stages of WSNs. Nowadays, sensor networlenf/ironmental
observation and forecasting have become more and more tampaince recent
natural disasters, e.g. earthquakes, tsunamis and floads,dhown that these
networks could help to mitigate the impact of these disast&rce they provide
a sophisticated solution to forewarn the population. $tmat health monitoring
is the most popular application for sensor networks in thedtry. Sensor nodes
are used in this field of application to monitor, e.g. presstamperature or stress
and strain, in order to estimate the remaining lifetime efittonitored structure.

In recent years, sensor nodes are equipped with high d&taviadless inter-
faces which enable the nodes to transmit multimedia confenetwork which
is made up of these high speed nodes, is often referred torateds Multimedia
Sensor Network (WMSN). WMSNSs close the gap between typic8N& with
their limited hardware resources and ad hoc networks. Asnaetpence of the
highly varying hardware limitations and application raguients, communica-
tion protocols which are designed for WSNs have to be verydlexand adaptive
to provide a high performance in different application sués.



1 Introduction

1.1 Contribution

The focus of this work lies on the communication issues of Me&dAccess Con-
trol (MAC) and routing protocols in the context of WSNs. Thenamunication
challenges in these networks mainly result from high nodesitg low band-
width, low energy constraints and the hardware limitationterms of memory,
computational power and sensing capabilities of low-panarsceivers. For this
reason, the structure of WSNs is always kept as simple aghf®$s minimize
the impact of communication issues. Thus, the majority ofN¥&pply a simple
one hop star topology since multi-hop communication hak bigmands on the
routing protocol since it increases the bandwidth requéinets of the network.
Moreover, medium access becomes a challenging problemaodile tfact that
low-power transceivers are very limited in their sensingatalities.

The first contribution is represented by the Backoff Preaniizlsed MAC Pro-
tocol with Sequential Contention Resolution (BPS-MAC) ghis designed to
overcome the limitations of low-power transceivers. Twmeaunication issues,
namely the Clear Channel Assessment (CCA) delay and thartwnd time,
are directly addressed by the protocol. The CCA delay repteshe period of
time which is required by the transceiver to detect a busipreltannel while the
turnaround time specifies the period of time which is requtceswitch between
receive and transmit mode.

Standard Carrier Sense Multiple Access (CSMA) protocolsndbachieve
high performance in terms of packet loss if the traffic is higlorrelated due to
the fact that the transceiver is not able to sense the mediumgithe switching
phase. Therefore, a node may start to transmit data whihanoode is already
transmitting since it has sensed an idle medium right befestarted to switch
its transceiver from receive to transmit mode.

The BPS-MAC protocol uses a new sequential preamble-basddim access
strategy which can be adapted to the hardware capabilittee transceivers. The
protocol achieves a very low packet loss rate even in wisatesworks with high
node density and event-driven traffic without the need othyonization. This
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makes the protocol attractive to applications such aststraichealth monitoring,
where event suppression is not an option. Moreover, acledgymhents or com-
plex retransmission strategies become almost unnecesiseg the sequential
preamble-based contention resolution mechanism mingiieecollision proba-
bility. However, packets can still be lost as a consequehugerference or other
issues which affect signal propagation.

The second contribution consists of a new routing protodacivis able to
quickly detect topology changes without generating a largeunt of overhead.
The key characteristics of the Statistic-Based RoutingRjBBrotocol are high
end-to-end reliability (in fixed and mobile networks), lobdlancing capabili-
ties, a smooth continuous routing metric, quick adaptatiochanging network
conditions, low processing and memory requirements, logrteead, support of
unidirectional links and simplicity. The protocol can ddish routes in a hybrid
or a proactive mode and uses an adaptive continuous rougiricrwhich makes
it very flexible in terms of scalability while maintainingadtle routes. The hybrid
mode is optimized for low-power WSNSs since routes are onig#ished on de-
mand. The difference of the hybrid mode to reactive routiratsgies is that rout-
ing messages are periodically transmitted to maintairadir@stablished routes.
However, the protocol stops the transmission of routingsagss if no data pack-
ets are transmitted for a certain time period in order to miné the routing over-
head and the energy consumption. The proactive mode isrdsfgr high data
rate networks which have less energy constraints. In thidemihe protocol peri-
odically transmits routing messages to establish routagpimactive way even in
the absence of data traffic. Thus, nodes in the network carediately transmit
data since the route to the destination is already estalishadvance.

In addition, a new delay-based routing message forwardiadgegy is intro-
duced. The forwarding strategy is part of SBR but can alsopptiead to many
routing protocols in order to modify the established toggldThe strategy can
be used, e.g. in mobile networks, to decrease the packebjodsferring rout-
ing messages with respect to the neighbor change rate. ibdes with a stable
neighborhood forward messages faster than nodes withist @lianging neigh-
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borhood. As a result, routes are established through noiles@arrelated move-
ment which results in fewer topology changes due to higimérdurations.

1.2 Outline

The structure of this thesis and the relations betweenrdiftesections are illus-
trated in Fig. 1.1. The diagram points out that the focus eftttesis lies on three
topics in order to describe and to analyze the most relevantrinication issues
of MAC and routing protocols for WSNs. At the beginning of katapter, back-
ground information is given and related work is discussedrédver, the com-
munication challenges and their corresponding solutiorike context of WSNs
are emphasized.The identified challenges and solutionsepresented by the
building blocks in the left column. The building blocks irethenter column refer
to methodologies and derived mechanisms which are eittssdban or inspired
by existing solutions. Communication protocols, mechasisand tools which
were developed as part of the thesis are represented byitbagulocks in the
right column. Thus, these building blocks reflect the sdiiertontribution of this
thesis. Arrows between two building blocks indicate thatdlescribed content is
closely related. The numbers in parentheses represengt¢tiersnumber of the
building block.

The remainder of this thesis is organized as follows. In @vaf, differ-
ent wireless communication issues are discussed from tispgetive of WSNs
which have specific characteristics similar to other wieleetworks.

MAC protocols apply different kinds of strategies to acaégsmedium in an
efficient way. Therefore, taxonomy of MAC protocols with pest to the used
medium access strategy is given. In addition, the prototzlke use of a large
number of different algorithms for contention resolutionniinimize the colli-
sion probability. For this reason, a selection of popular @1protocols which
apply different access and contention strategies is intted. The efficiency of
MAC protocols for WSNs is not only affected by low bandwidiiie turnaround
time and the CCA delay of low-power transceivers are idexttiéis performance
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limitation factors. Both factors are mainly responsible ttee low efficiency of
the wireless communication in sensor networks in terms okgialoss due to
the fact that they limit the capabilities of a node to sengerttedium which
leads to collisions especially in dense networks with exzivien traffic. These
communication issues are addressed by the BPS-MAC proiddoh we devel-
oped to minimize the packet loss in asynchronous WSNs farcgitral Health
Monitoring applications. The protocol takes advantage néa sequential con-
tention resolution algorithm which is based on a slottecprgle transmission.
The preamble-based medium access strategy of the protoddtsasequential
contention resolution are analyzed and described.

Chapter 3 addresses the topic of routing in WSNs. Routingppats which
are designed for WSNs are optimized for a large number ofoseretwork spe-
cific issues, like high node density and limited hardwareueses. The protocols
use different mechanisms to establish new routes and totdetmlogy changes.
These mechanisms are discussed in more detail since theftemaised to clas-
sify the protocols. In addition, a survey of a selection gfylar routing protocols,
which covers almost the whole spectrum of the presentedngtaxonomy, is
given. Furthermore, the most essential routing tasksfdikearding, processing,
maintaining a valid topology and dissemination of inforioat are discussed.

The network topology is one of the key performance issues 8N#/since a
non-optimized topology can lead to a shorter lifetime due partitioning of the
network as a result of unbalanced energy consumption. Timikd€ performance
issue was neglected in the early stages of digital commtioicavhere routes
were only optimized according to the number of hops. Nowageguting met-
rics often consider more complex link characteristics ivailable bandwidth,
interference, energy consumption, delay, packet lossheratharacteristics of
interest. For this reason, the characteristics of popwlating metrics are com-
pared and discussed since they affect the topology in a metwo

Some routing protocols apply very interesting mechanismnastablish and
maintain routes in a flexible manner, even in the presence fatachanging
topology as a consequence of mobility or unreliable datksliThese mecha-
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nisms inspired us to develop the SBR protocol which comb#se®ral mecha-
nisms in order to achieve high performance in a large numiifferent scenar-
ios. The protocol and a new delay-based routing messagarfding strategy are
introduced and evaluated.

Chapter 4 focuses on the simulated performance evaluatiouting proto-
cols in WSNs. The implementation of routing protocols isgioonsuming since
many protocols come with a huge set of functions which ireeaheir complex-
ity. In addition, the performance of the protocols is infloed by a large number
of factors, like the node density, the number of nodes, tgaasipropagation,
the underlying MAC protocol, the data rate of the wireledsiiface, the sensing
capabilities of the transceiver and the mobility of the senwdes. Moreover,
the utilization of the medium and the characteristics oftth#fic pattern have to
be considered due to the fact that both factors influenceate restablishment
process as well as the dissemination of routing informatibis clear that the
re-implementation of models for every simulation is notable option.

A modular framework was developed to evaluate and comparepdnfor-
mance of the BPS-MAC protocol and the SBR protocol with ott@mnmuni-
cation protocols. The modular framework can be easily eddrby other sim-
ulations in order to create a co-simulation. Co-simulatiane usually built of
several simulation tools which are synchronized with edtiero Each simula-
tion tool can be executed on a different computer which spepdhe simulation
since it may profit from higher computational power. Furthere, it is possible
to connect the simulated virtual network with a real netwdrkis kind of sim-
ulation is called hardware-in-the-loop simulation. Thedds to connect appli-
cations from the real network through a virtual network whitelays and drops
packets according to the simulated network conditions.sThardware-in-the-
loop simulations enable the user of an application to gefctlifeedback on the
perceived quality of the virtual network. However, hardes&n-the-loop simula-
tion can only be applied to simulated networks which can lreinureal-time.
Otherwise, the system is not able to delay packets exacttalaslated by the
simulator. The combination of the extended modular franmkvemd the video
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evaluation tool EvalVid allows us to optimize the perforroarf routing proto-
cols in terms of Quality of Experience (QoE) which reflects prerceived quality
of an application.

Finally, Chapter 5 concludes this thesis.
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2 Medium Access Control in
Wireless Sensor Networks

MAC protocols for WSNs often have to deal with a large numbespecific chal-
lenges. First of all, the protocols have to be optimized speet to computational
power and energy consumption. Furthermore, the limited date and the long
power-up times of low-power transceivers have to be takenaocount. Besides
the hardware limitations, the characteristics of WSNs Hauee considered by
the protocol. Communication in WSNs is often unreliable-{18] due to the
low transmission power and the design of the chip antennadl gl which also
limits the transmission range in a significant way. Morepttes traffic in sensor
networks is mainly event-driven and thus highly correlatedature [19]. The
combination of highly correlated traffic and limited semgitapabilities of the
low-power transceivers makes medium access a challenggkg $ensor nodes
are usually built of low cost hardware to minimize the cost§#SNs which are
often expensive due to the high number of nodes. The high dedsity inten-
sifies the problem of medium access in WSNs even further. Atisol to this
problem is represented by protocols which try to synchmiie sensor nodes
in order to schedule the medium access of the nodes. Noasthehe synchro-
nization of a large number of nodes is a performance critacsl, too. As a result
of the high clock drift of the micro controllers, frequensyachronization is re-
quired which consumes a lot of computational power and gnerg

Sensor nodes are typically battery powered which makeggmensumption
the primary goal of MAC protocols that are designed for WSNwerefore, the
transceiver of a sensor node is switched off as often aslgessi prolong its
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lifetime. Note that the transceiver is usually the part obdawhich consumes far
most of the energy. Furthermore, the latest generationnsflower transceivers,
e.g. the CC2420 [20] and the CC2520 [21], consumes even mmerg\ein the
receive mode than in the transmit mode.

The impact of sleep scheduling becomes clear by taking adothe lifetime
of a node that is not allowed to switch off its radio. In thiseaa running state-
of-the-art sensor node, like the TmoteSky [22] from Motear@ration that uses
the MSP430 [23] micro controller and the CC2420 [20] transaefrom Texas
Instruments, will drain a pair of two AA batteries (3000mAh)approximately
100 hours [24].

Such a short lifetime is only acceptable in a very small nundbescenarios.
Due to the fact that sensor nodes are mainly used for longnonitoring such
as surveillance applications and structural health manigo a long lifetime of
the sensor nodes is inevitable. In addition, sensor nodesften placed in ar-
eas which are hardly accessible. Thus, the frequent chahbatteries is not
an option. The discussed example shows that power managéremust for
WSNSs. However, sleep scheduling always represents a tfitbetween latency
and throughput. For that reason, the scheduling has to kexltauch that the
requirements of the target application are still achieved.

2.1 Aspects of Communication

Besides the introduced aspects of energy consumption pectsof wireless
communication can be specified which are mainly responéibléhe limitation
of the lifetime and the performance of the sensor nodes.driglowing, these
communication aspects are discussed in detail. Furthesracshort description
of state-of-art solutions and their impact on the networdiven.

Idle Listening

Idle listening represents the most obvious way to wasteggndihe term idle
listening or idle listening overhead is used for describiing time that a node

10
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listens unnecessarily to the medium. It represents thermaste of energy in
WSNs since the majority of low-power transceivers consunostrof their en-
ergy resources while listening to the medium. Typical teaffatterns in WSNs
are mainly event-driven [19]. This means that sensor nodss far a certain
event, e.g. pressure loss, stress, strain, or intrudectitiie until they start to
generate and transmit data packets. Almost no communicaicequired dur-
ing the time between the events. On the one hand, the oveatfit toad is very
low which makes permanent listening to the medium not necgs®n the other
hand, the events are usually restricted to a certain area.cAssequence, only a
small number of nodes will recognize a local event. Moreger events occur at
some indefinite future points in time which makes plan aheaéduling almost
impossible. Thus, all nodes in the network have to sense #dium from time
to time in order to be able to forward the event-driven dattitr. For that reason,
intelligent mechanisms and strategies are required tomigei the idle listening
as much as possible.

Overhearing

Overhearing describes the reception of an incoming packéthnis not dedi-
cated and not of use for this particular sensor node. Ovartemay become a
serious problem in wireless networks with a high node dgrig®]. Here, the
event-driven traffic plays again a major role. In generagrgé number of nodes
recognizes and responds to the same event due to the redyrdarsed by the
high node density in WSNs. Overhearing often occurs whemge laumber of
nodes transmit their sensed values at the same time.

There are three strategies which are mainly followed by MAGtgrols to
reduce the energy waste caused by overhearing. One pitgsibilo (locally)
aggregate the data traffic [26—28] in order to prevent thedioding of redundant
information. However, this solution requires more intggint sensor nodes which
are able to evaluate and aggregate incoming data trafficth&navay to reduce
the impact of overhearing is represented by probabilityebdeevent response and
forwarding mechanisms [29, 30]. Thus, nodes only transheiirtsensed values

11
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with a predefined probability. These kind of mechanisms eanded to reduce
the number of packets containing redundant informatiohafrumber of nodes
that will likely sense and respond to a certain event is knowadvance. The
third strategy minimizes the overhearing by using an evespionse and data for-
warding metric. The metrics used are often based on the tienegf redundant
data, e.g. a node only responds to an event if less than afipredl@iumber of
nodes have responded to the same event [31].

Collisions

Collisions represent the worst-case for communication BN since packets
may have to be retransmitted over several hops which inesatae energy con-
sumption and the utilization of the medium. In some caseagibssible to recover
a collided packet. There is a big chance to recover one ofdtieled packets if

the transmissions were only partially overlapping and fffergnce of the signal
strength is higher than 3 dBm [32]. Different strategies lariollowed in order

to avoid or to minimize the collision probability.

The most well-known mechanism is CSMA which is used in curietin-
ernet [33]. Nodes sense the medium before they start thér tdansmission.
Nonetheless, CSMA neglects the time that low-power trawsce require to
switch between sensing and transmission. The transcsinet able to recognize
a busy channel during the switching phase. As a consequevter more pack-
ets will collide if their corresponding nodes have startegirt data transmission
within an interval which is shorter than the switching tild@other disadvantage
of CSMA is that it is very energy consuming which makes it oalypractical
solution in combination with optimized sleep scheduling.

In addition, the hidden-node problem, which is discussedatail in Sub-
section 2.3.1, plays a major role in WSNs due to the high naetesity and
the asymmetric transmission area of typical chip antenh@s18, 34]. A solu-
tion to the hidden-node problem is given by the Ready-TodS&TS) / Clear-
To-Send (CTS) handshake mechanism which is used e.g. byEtE 802.11
standard [35]. The basic idea can be described as follows.s€hder and the
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receiver send out a message in order to inform their neiditoal about their

intention to exchange data in the near future. Thus, nodggeeive either the
RTS or the CTS message do not transmit any data until the coieation has

finished. However, the limited sensing capabilities ofestaitthe-art low-power

transceivers also limit the efficiency of the RTS/CTS haafiehmechanism since
neighbor nodes can miss one of the handshake messages.

Many protocols try to retransmit packets if they are not ssstully received
within a certain interval. In this case, the protocols assarpacket loss and thus
request a retransmission. From the perspective of the uséatpl it is not clear
whether the packet was lost due to a collision or simply dedaas a consequence
of temporary congestion. Note that a high number of colfisiand a high delay
are typical signs in WSNs for temporary congestion. Thus,retransmission
of packets may actually degrade the overall network perdmee since the traf-
fic load is even further increased. In worst-case scenahesetransmission of
packets will increase the delay and the packet loss suchitra retransmissions
are triggered. This behavior can lead to a total collapsé®hetwork [24] due
to the increased traffic load.

Clustering and synchronization are further strategiesitomize the collision
probability. Clustering can be used to scale large sendwranks and to aggre-
gate data which might reduce the overall traffic load. Syoctzation provides
the basis to allow collision-free medium access scheduknghermore, the syn-
chronization may also reduce the energy consumption if tites support sleep
scheduling. Nevertheless, synchronization is a chaltentfisk since micro con-
trollers are very limited in their computational power aravé a high clock drift.
Therefore, resynchronization has to be done frequentlehviricreases in turn
the traffic load and the energy consumption. Due to thess,fdet synchroniza-
tion and medium access scheduling are often applied indgggaeous networks
where more powerful and less energy-constraint nodes dbese tasks. An-
other constraint is given by the complexity of the tasks Wwhitakes pre-planned
scheduling necessary. For that reason, clustering anchsymzation can only
be implemented in an efficient way if the network charactiesse.g. the traffic
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pattern, the node density, and the energy-constraint&nanen in advance.
Traffic Fluctuation

Traffic Fluctuation results from the event-based commuidnagattern in WSNSs.
Peak loads are the consequence of the highly correlatdit tndfich drives the
network into temporary congestion. The high number of cdingenodes may
lead to packet loss or very high delay depending on the useimtion resolu-
tion mechanism. The usage of a long contention window ordgatninates the
traffic load to some extend due to the fact that the delay dfgtads increased.
As a consequence of the additional delay, the MAC protocgl trigger retrans-
missions which further increase the traffic load and theydsleh that even more
retransmissions are triggered. For this reason, conterggolution mechanisms
for WSNSs have to be configured very carefully.

TDMA-based MAC protocols are able to compensate traffic flation as long
as the peak traffic load does not exceed the available battdwitus, the MAC
protocol can perform overprovisioning in order to deal wikaks of the traf-
fic load. Nevertheless, the disadvantage of overprovisgphecomes obvious in
dense wireless networks with a high traffic load where no@ee ko spend most
of their time in the idle listening mode which results in alfeg energy con-
sumption. Moreover, bandwidth has to be reallocated if tipelogy of network
changes which makes overprovisioning only applicable mel@ss networks with
a low node density and a stable topology.

Synchronization and priority-based medium access reprdsasible solu-
tions to deal with the problem of high traffic load variatidétowever, both solu-
tions have high demands on the hardware (micro controlléitiamsceiver) and
are thus not an option for every sensor platform.

Protocol Overhead

Protocol Overhead should not be neglected in WSNSs sincedtlyraffects the
scalability and the performance. The amount of protocottoead is often larger
in WSNs than the application data, due to the small payloatightransmitted
by the sensor nodes. This is in contrast to other types ofl@gisenetworks like
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mesh and ad-hoc networks where the data rate and the paykmatlah higher.

A popular strategy to minimize the protocol overhead is@odlly) aggregate the
data [26, 27, 36] before a packet is transmitted in order doee the number of
required MAC headers. Data aggregation often leads to arase of the delay
since packets are accumulated and buffered in a waitingegbefore they are
transmitted. Nevertheless, data aggregation may alseasethe delay which is
an effect often neglected by protocol designers. Due todbethat nodes have
to compete less often for the medium access the protocoheadris reduced
which results in a lower delay in most cases. The protocaltmead can become
the dominating and limiting performance factor dependingtlee peak traffic

load and the traffic pattern.

In the case that more powerful sensor nodes are availaldepdissible to ag-
gregate incoming data on the one hand, and to filter duplidati® on the other
hand. The filtering of duplicate data reduces the energywuopson, the traf-
fic load and the delay. Thus, the filtering of duplicate paslettould always be
done if possible. Data aggregation and packet filtering raaeisims can be imple-
mented in an efficient way in protocols which already suppwetclustering of
nodes [36] since these protocols already provide the neeftedtructure.

Over-emitting

Over-emitting represents another aspect of wireless canwation which in-
creases the energy consumption in WSNSs. It describes the edeen a node
is transmitting a packet to another node which is currentlylistening to the
radio channel. The impact of over-emitting scales with thdendensity in the
network. However, over-emitting may reduce the lifetimead/VSN in a signif-
icant way if the MAC protocol is based on wake-up functiondafge number
of MAC protocols uses preambles or busy signals to indicéitgume data trans-
mission. Thus, nodes wake up and stay awake for a certaingoefitime in
order to sense the medium. Therefore, over-emitting care@se the duty-cycle
of a node which shortens its lifetime. Moreover, over-eimitincreases the uti-
lization of the medium. As a result of the higher utilizatithe medium access
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of other nodes is delayed such that they have to listen fomgeloperiod to
the medium. Over-emitting can be reduced by synchroniziegriodes in the
network [37]. Nonetheless, synchronization is a complek tahich requires a
significant amount of bandwidth and computational powertduke frequent ex-
change of synchronization messages. Thus, the designeAGfpotocols have
to decide whether the advantages of the synchronizatiomedgits the required
network resources. Another way to reduce over-emittingiiy-ctycled networks
is represented by sleep schedule exchange [38]. Sleepuehexthange is a
very practical solution in wireless networks with low or med node density
where nodes do not frequently change their sleep scheduling

2.2 Taxonomy of MAC Protocols

MAC protocols can be classified according to many differesrfgrmance met-
rics, e.g. energy consumption, scalability, delay, padkst or throughput.
Nonetheless, the performance of the protocols stronglgmigpon the hardware
limitations and the sensing capabilities of the transceiVherefore, the MAC
protocols are classified in the following according to thesed medium access
mechanism.

2.2.1 Random Access

In the early age of wireless communication, transceiversewery limited in
their functionality. Thus, the first MAC protocol ALOHA [39bllows the most
simple approach where every node is allowed to transmit ir@ andom-access
manner. The ALOHA protocol was developed by Norman Abranisdr®70 for
the ALOHAnNet [40] in order to allow packet-based wirelesmoaunication. It is
clear that this strategy will result in a high collision padtility which limits the
maximum achievable throughput depending on the trafficepattThe second
generation of MAC protocols took advantage from the redwsweitching time
between receive mode and sending mode of the transceivegshbrt switching
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time opened the way for CSMA-based protocols in the wiret@ssmunication
domain. These protocols have in common that they allow tessthe medium
at any time provided that the transceiver has sensed a feeeeh This type of
MAC protocols is in the following referred to as random accgotocols.

2.2.2 Slotted Access

Sensor networks consist of a large number of nodes which etamfor the
medium access. Thus, the radio channel represents a resebich is shared
by all competing nodes. Many MAC protocols partition theaeity of the chan-
nel into smaller units in order to support fairness. Theipaning is often done
in the time domain which results in a Time Division Multipleeéess (TDMA)
scheme. However, other access schemes like Frequencyddisiltiple Access
(FDMA) and Code Division Multiple Access (CDMA) are also sixerable for
WSNSs. However, TDMA represents the most common solutiontdsémplicity
reasons. There are two groups of protocols that take adyaritam partition-
ing in the time domain. The first group divides the time inteeimals which are
referred to as slots. Each node is only allowed to access #utum at the be-
ginning a time slot. Therefore, this group of protocols tisithe group of slotted
access protocols.

2.2.3 Frame-based Access

Frame-based MAC protocols go one step further such thatdivige the time
into frames containing a fix number of slots. The advantagi®frame-based
access lies in the optimization of the communication in teafthroughput, de-
lay, and energy efficiency. In general, the frames start aighort preamble field
which allows new sensor nodes to synchronize with the nétvidoreover, many
protocols use a contention period where nodes can requeattess to a slot in
one of the next frames. The contention period is then tylyi¢allowed by an ac-
cess map which allows nodes to go to sleep if they are not partransmission.
However, frame-based protocols often require a centraé maith high perfor-
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mance which covers the tasks of an access point and is réljeofs efficient
scheduling. Thus, there are high demands on the accessipoggpect to en-
ergy consumption and computational power. The schedukogiines even more
complicated if the nodes transmit with variable data ratieawe to communicate
with the access point over several hops.

2.2.4 Hybrid Access

Hybrid access MAC protocols attempt to take advantage ofithelicity of the
random access and the efficiency of slotted and frame-baseds The proto-
cols transmit a request for a certain slot during a shorteisywnized contention
period. The data is then transmitted in the correspondisgrved slot which in-
creases the efficiency of the protocol. Due to the schedueesa, these type of
protocols are capable to adapt themselves quickly to clsaingde traffic load.
All nodes which want to transmit a packet have to send a reaglugig the short
contention period which results in a high collision proti&pbf requests in case
of event-driven traffic in dense wireless networks.

The performance of hybrid access protocols can be imprdibd hodes have
some knowledge regarding their future bandwidth requiregmeTypical WSN
applications like structural health monitoring only needekchange data during
short mission critical time periods, e.g. during the stad ¢he landing phase
of a plane. Moreover, nodes do not transmit any data unlesseahsed values
exceed a predefined threshold. If the values exceed théntiideshe application
layer of the nodes generates data packets periodicallydertain interval which
represents a constant bit rate traffic. Thus, the nodes aaeeanf their future
bandwidth requirements during the next seconds.

This knowledge can be used to increase the performance afifadress pro-
tocols by following one of the two presented strategies. @éodan aggregate
several data packets before sending a request in order wcad¢de number of
requests in the case that the sensed data is not time crigal consequence of
the smaller number of requests, the collision probabilggrdases which might
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also decrease the medium access delay. The second stratgeies more intel-

ligent sensor nodes or a central node which is responsibléaéoscheduling on
the air interface. Some MAC protocols, like the IEEE 802 48] [standard, sup-
port a feature called bandwidth requests which enablessiodequest a certain
amount of data over a short time interval. Thus, the nodealaesto reserve sev-
eral slots with a single bandwidth request. This mechansscalied “aggregated
bandwidth request” and is mainly responsible for the higtiggeance of the

IEEE 802.16 MAC protocol.

2.2.5 Polling

The most popular protocol which uses polling as medium acsteategy is Blue-
tooth [42]. It is used by wide range of everyday devices, likadsets, mobile
phones, cameras, keyboards, printers, and game corgrdtbeishort range con-
nectivity.

The medium access mechanisms which were described in thieyseubsec-
tions require either time synchronization or have to relytten CSMA capabili-
ties of the transceiver in order to schedule the medium acdée polling access
strategy does not require synchronization nor a high pedioce transceiver. A
node in the network is only allowed to transmit on the radiarstel if it has
received the permission to transmit from the master nodes,Tthe master node
has to transmit an access message to a slave node to alldavb@sde to access
the medium.

Different kinds of polling strategies exist to optimize thedium access. How-
ever, all polling strategies suffer from two major drawbsckhe first one is rep-
resented by the high power consumption of the master nodehwidas a high
duty-cycle as a consequence of the frequent polling megsagemission. In ad-
dition, the slave nodes have to listen to requests which edécdted for other
nodes which increases their own power consumption. It &rdheat this strategy
only achieves a high performance in terms of medium accday dehe node
density is low. Otherwise, a large period of time is requitedjuery every sin-
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gle slave node. The third drawback of the conventional pgléitrategy is that it
requires a single-hop network since all nodes must be irstné&sion range of
the master to gain the medium access. Nevertheless, thatageaof simplicity
makes polling a very practical solution for short range leise networks.

2.2.6 Token-Passing

A complete different idea is followed by MAC protocols whintake use of the
token-passing mechanism. The basic idea is that a nodeyisholved to access
the medium if it is the current owner of the token. The tokea iique message
which is passed from one node to another after the transmisgione or more
data packets. The idea of token-passing was mainly used@uwetworks. The
most popular protocol which is using the token-passing raeism is the Token-
Ring standard IEEE 802.5 [43]. It is also possible to apply techanism to
a wireless network which enables the nodes to build a loginglas shown in
Fig. 2.1. Due to the shared characteristic of the radio chlatime token-passing
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Figure 2.1:Logical Ring Example
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mechanism requires primitives for joining and leaving ddabring. The protocol
also has to provide mechanisms which recover the networkdrcase that the
token is lost or duplicated. Protocols which are based oertgdassing achieve a
high throughput if the traffic load is evenly distributed retnetwork due to the
fact that the nodes usually gain ownership of the token aaegrto the round
robin principle. The disadvantage of the token mechanisim fthe perspective
of a WSN is that the duty-cycle of the nodes corresponds tdaken-passing
frequency. The token-passing frequency and the token lhole have a large
impact on the medium access delay, especially where thedwusty is high.

2.3 A Survey on MAC Protocols

The number of MAC protocols is still increasing very fastcemost of them are
optimized for a certain scenario or application. In the fes sections, the differ-
ent aspects of communication were discussed and the plsteere classified
according to their used medium access scheme. Moreoveprtidems of the

different access schemes were highlighted and some swdutiere introduced.
The focus of this section lies on a more detailed descripifanselection of pop-
ular MAC protocols which apply different medium access secbg and energy
saving strategies. The introduced protocols provide askfasithe majority of

MAC protocols which are designed for WSNs. In the followitige advantages
and the drawbacks of each protocol will be discussed.

2.3.1 CSMA

CSMA is the most popular MAC protocol. It was originally dgséd for wired
networks but was soon recognized as a practical solutiorurigiynchronized
wireless networks. The basic idea of the protocol is to sénsemedium be-
fore transmitting any traffic on the shared medium. Therstexilarge number
of variations of the protocol. Moreover, the majority of MAfotocols apply a
modified version of CSMA in order to schedule the medium sxcElse different
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types of CSMA are described in the following paragraphs i3f shibsection.
p-persistent CSMA

The p-persistent CSMA protocol is almost similar to the tsigent CSMA type.
The difference between the two types lies in the fact thahttes only start their
transmission with the probability p if the medium becoméds.i@he medium ac-
cess is delayed by one slot duration with a probabilitylof p). In the next time
slot the node restarts its medium access procedure. If tdeumebecomes busy
it follows the same procedure as the 1-persistent CSMA pobtand waits a uni-
form distributed number of slots. Otherwise, it startsrigmsmission with a prob-
ability p. The p-persistent CSMA protocol version achieadsigh performance
in dense networks. However, the transmission probabitig/tb be adapted to the
number of competing nodes in order to optimize the throughpd the medium
access delay.

1-persistent CSMA

A node senses the medium if it wants to transmit any data. éncdse that
the medium is busy, the node keeps on sensing the mediumitubétomes
idle. Then the node starts its data transmission with a fittyaone. The node
switches its transceiver to receive mode after the end afdtsmission in order
to sense the medium. If the node senses a busy medium aftgattsission,
it assumes a collision and waits a random period of time kefforestarts the
medium access procedure.

non-persistent CSMA

Nodes which use the non-persistent CSMA protocol sense #dtéum and im-
mediately start their data transmission, similar to theefsistent CSMA pro-
tocol, if the medium becomes idle. The difference to 1-mtesit CSMA-based
protocols is that non-persistent CSMA based protocols avaindom period of
time if the medium is busy instead of sensing the medium nantisly. After
waiting a random period, the nodes restart the medium agresedure. The
random waiting period helps to spread the traffic load whietréases the num-
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ber of collisions.

CSMA-CD

The CSMA-Collision Detection protocol became very popwléh the outcome
of the IEEE 802.3 [33] standard. The basic idea of the prdtsdn add mecha-
nisms which allow the detection of collisions. These metdmas differ depend-
ing on the underlying physical layer and the charactedsiiche medium. Dur-
ing the early years of the Ethernet protocol, nodes were Ignaonnected with
hubs over half duplex wired links. Thus, the minimum packe¢ svas defined
according to the signal propagation defagnd the transmission delay. A node
is able to detect a collision with a transmission of anothee) if the medium
is busy after it has finished its own transmission. In ordallmw recognizing a
collision, the minimum packet size has to be chosen suchthleatransmission
delay is longer than twice the signal propagation delay ffl@sninimum sensing
time of the receiver. A drawback of the CSMA-CD protocol iatth can only be
applied to wired networks or one hop wireless networks dufecidden-node
problem. The hidden-node and the exposed-node problenbwitlescribed in
the following paragraph since the CSMA-CA protocol prosdeeveral mecha-
nisms to mitigate the impact of both problems.

CSMA-CA

It soon became clear that the CSMA protocol had to be extetwlatbet the re-
quirements of wireless networks. Wireless networks diifem wired networks
due to the fact that nodes are not able to sense the chaniire diue transmis-
sion. Therefore, the CSMA-CD protocol cannot be applied practical way

since wireless transceivers require a large period of tongwtitch between re-
ceive and transmit mode. Moreover, the hidden-node prolilestrated in Fig.

2.2 has to be addressed in wireless networks.

The hidden-node problem is caused by the limited transorisand sensing
range of wireless transceivers. Fig. 2.2 shows a stringdgyoof four nodes A,
B, C, and D. The nodes are placed such that they are only ablentnunicate
with their direct neighbors. Thus, node A may only interfesith node B while
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Figure 2.2:Hidden-Node Problem

node B may interfere with node A and node C. Let us assume tu A trans-
mits data to node B. Furthermore, node C wants to transmét wabhode B, as
well. For this reason, it senses the medium and recognizeseaddio channel
since it is not able to detect the transmission from node AJeN® will then start
its transmission due to the fact that it assumes the mediura idle. As a result,
the transmissions of node A and node C will collide at nodenBesnone of them
is aware of the potential competitor.

In addition, the limited transmission and sensing rangddea another prob-
lem called exposed-node problem which decreases the bivemlghput in wire-
less networks. Fig. 2.3 shows a typical example scenaritefekposed-node
problem. Again, the nodes are placed in a string topologytlaeid transmission
and sensing range is limited such that they can only commateiwith their di-
rect neighbors. In this scenario, node B continuously tratssto node A. Node
C recognizes a certain event and wants to forward the infoomao node D.
Thus, node C switches its transceiver to receive mode arseséhe medium.
Node C senses a busy medium due to the transmission of nodadBefdre,
node C would wait until the medium becomes idle before stguitis own trans-
mission. However, the transmission of node C would not faterwith node A
since it is out of transmission and interference range oenddMoreover, the
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Figure 2.3:Exposed-Node Problem

transmission of node B would not interfere with the transiois of node C to
node D either. This situation, which limits the overall thghput in a wireless
network, is called exposed-node problem. Nonetheless piossible to mitigate
the problem by using the following collision-avoidance tmeaism.

The collision-avoidance mechanism is supplemented by aié&o-Send
(RTS) - Clear-To-Send (CTS) handshake. If a node wants td agpacket, it
senses the medium before it transmits the RTS message. T™hmB3sage serves
two different functions. The first one is to inform the neighbodes of the trans-
mitter about the wish to transmit one or more data packethennear future.
The second purpose is to inform the destination node abeutréimsmission.
The destination node responds with a CTS message. Thuseitigbors of the
destination node are aware of the transmission if they hageived the CTS
message. In addition, the originating node can now be sattethle destination
node is ready to receive the transmission. The RTS-CTS hakdssolves the
hidden-node problem in many cases. However, the handslsaketguarantee
collision-free medium access due to asymmetric links affdrént transmission
ranges of the nodes. Furthermore, the RTS-CTS handshakentasolve the
exposed-node problem if the nodes are synchronized. A n@jeassume that
it is an exposed-node in the case that it hears a RTS messageofre of its
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neighbors but does not receive the corresponding CTS meddagertheless, the
problem may occur that the sender of the RTS message willeaeive the cor-

responding CTS or acknowledgment if the falsely assumedsegnode starts
its own transmission.

CSMA-CR

The CSMA-Collision Resolution protocol follows a diffeteapproach which
can only be applied to wired networks. Nonetheless, it isips to modify its
medium access mechanism such that it offers interestingilplities for wire-
less networks, as well. The basic idea of CSMA-CR is to usarbitration. Bit
arbitration requires a medium which has a dominant and assaeestate. Fur-
thermore, the nodes in the network have to be able to trarswditeceive at the
same time.

The collision resolution mechanism is applied by the Cdleré\rea Network
(CAN)-BUS [44] which uses an arbitration on message psgiariedium access
scheme. All nodes that want to transmit a message accessishat Ithe same
time after the synchronization bit. The synchronizatiohitdicates the start of
a new frame. The second field is an arbitration field which @iostthe address
of the destination or the originator. Due to the fact thatribdes are connected
to the bus via a wired-AND fashion, the nodes are able to ppirdthe signal
on the bus. Thus, a bus level of zero is dominant. A transmgittiode compares
the state of the bus with its own transmission. The node stepsansmission if
it recognizes a difference between the bus level and itstnéted signal. As a
result, the message will be send which is dedicated or @igthby the node with
the highest priority.

CSMA-PS

The traffic load in WSNs is low compared to other wireless oeks since nodes
sleep most of the time to reduce their energy consumptionthireason, nodes
switch off their transceivers as often as possible sincertresceiver usually is
the most power-consuming part of a sensor node. Moreovesosenodes are
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often unsynchronized due to the high clock drift of the micomtrollers. The
CSMA-Preamble Sampling [45, 46] protocol was introducedBiyHoiydi in
2002. The nodes in the network periodically activate theingceiver in order
to listen to the medium for a short time interval. If a nodess=na busy chan-
nel, it stays awake until the current data transmission héshiéd. Otherwise, the
node switches off its transceiver and waits for the next wakénterval. There-
fore, a node transmits a preamble before its data transmisshe duration of
the preamble has to be longer than the wake-up time inteoJaé tsure that the
destination node is listening to the medium. A medium acesssnple of the
CSMA-PS protocol with acknowledgments is shown in Fig. 2.4.

Destination Destination
Wake up Wake up
Destination T
| |
Preamble: :
! < _ , !
Source <. !
— —
Wake up Turnaround
Interval Time

Figure 2.4:Medium Access Example - CSMA-PS with Acknowledgment

Acknowledgments are still required and strongly recomneenfibr reliable
data exchange due to the fact that hidden-nodes may sétf@me the communi-
cation. Furthermore, neighbor nodes could also disturbuhent transmission if
they start their own transmission during the gap betweenetteption of the last
data packet and the transmission of the acknowledgmentnilifienum gap du-
ration is represented by the turnaround time of the tramsceéihe idea of CSMA
with preamble sampling is adopted by a large number of patédo prolong the
lifetime of WSNs. Nonetheless, the performance of CSMA-BSel protocols
is strongly affected by the network characteristics, thellware limitations, and
the traffic pattern. Especially, the duty-cycle and thed@wonnd time have a large
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impact on the performance of the protocol.

2.3.2 S-MAC

The Sensor-MAC (S-MAC) [38] was introduced by Ye et al. in 20R is one of
the first protocols that takes advantage from sleep scheduld is specifically
designed for the wireless communication of sensor nodes.pfimary goal of
the protocol is to trade-off energy consumption versusiatevhile maintaining
simplicity. The authors identified idle listening, packellision, overhearing, and
control overhead as the four major sources of energy consomI hey try to
optimize their protocol by using periodic listening, slegheduling, virtual clus-
tering, collision and overhearing avoidance. Moreoveg, dithors make some
assumptions regarding the communication in WSNs. Firstllptteey assume
that nodes can take advantage in terms of energy consunfmimnshort-range
multi-hop communication. Furthermore, it is assumed tluates are randomly
placed and have to be able to configure themselves withoutetbé of previous
configuration or additional nodes with less energy-coin#sand a higher com-
putational power.

Sleep Scheduling and Synchronization

Each node maintains a sleep schedule table of its neighlitesn®efore a node
joins the network, it needs to choose its own sleep schedaléas to exchange it
with its neighbors in order to allow synchronized commutiara Thus, the node
listens to the medium for a certain interval which has to Ingér than the actual
duty-cycle of the nodes in the network. In the case that timérjg node does not
receive any schedule message of one of its neighbors, isesa@random sleep
time and broadcasts a synchronization message with itenoheshedule. This
synchronization message holds the duration t in seconds tgenode will go
to sleep. The joining node covers the function of a synclzemdue to the fact
that it has not received any schedule message by other ribdejgining node
receives schedule information during the joining procésadapts the schedule
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and rebroadcasts this schedule after a small random édeld@e rebroadcasted
message is modified such that the time in the message is $et difference be-
tween the received time t and the chosen random dgladyodes which adapt the
scheduling of another node are referred to as followersebdipg on the con-
figuration of the S-MAC protocol nodes may adapt severalpstafedules such
that they are awake several times during a duty-cycle. Hewekie authors of
the protocol propose different mechanisms - which are reaidised in this work
- to deal with the problem of multiple sleep schedules. Thaesdn the network
have to periodically exchange synchronization messagistiéir neighbors in
order to stay synchronized. Synchronization messagesxahaeged every tens
of seconds which is quite sufficient since the protocol oelguires loose syn-
chronization.

Medium Access

The authors propose to adapt the RTS/CTS handshake medzeasamecha-
nism of the IEEE 802.11 protocol to minimize the collisiorolpability due to
the hidden-node problem. Therefore, the traffic in the WSNwa divided into
two types of traffic. On the one hand, the nodes have to traremchroniza-
tion messages which are of high importance to the performahthe protocol.
On the other hand, nodes transmit RTS/CTS messages andraffia Thus,
S-MAC divides the listening period into two intervals aswhan Fig. 2.5. The
figure shows the medium access of three different nodes. Nandy wants to
exchange its periodic synchronization message with theveic For this reason,
it starts to sense the medium during the synchronizaticrvat of the destina-
tion node. The node starts to transmit its synchronizatiessage after a short
backoff if the medium is idle. Furthermore, Node 1 may switéftits transceiver
after the synchronization interval due to the fact that & ha packets to transmit.
Node 2 intends to send data to the receiver. It listens to théium during the
synchronization interval in order to learn about the schiedwf new nodes or
to update its sleep scheduling table of the known neighbdesoThen, it starts
to transmit an RTS message in the second interval which icaked for RTS
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Figure 2.5:5-MAC - Medium Access

/ CTS messages and data packets. As mentioned earlier isubgection, the
access to the medium during the RTS interval follows almlstdame proce-
dure as the IEEE 802.11 standard. Node 3 wants to performdtidties. First,

the node wants to broadcast its sleep scheduling. Thusnsesethe medium
and transmits its synchronization message during the sgnization interval. In
addition, Node 3 has one or more packets ready for transmis$herefore, it
switches its receiver back to rx mode after the transmissfdhe synchroniza-
tion message. After the transmission of the synchroninatiessage, it follows
the same procedure as Node 2 in order to transmit the datatigack

Data Transmission

The S-MAC protocol is based on random access. For this reasdtiple nodes

may want to send data to a receiver within one RTS intervaé RRS / CTS

mechanism is slightly adopted to address the hidden-nodklgm in an en-

ergy efficient way. The protocol attaches a duration field aohepacket such
that other competing nodes are aware of the remaining darafithe transmis-
sion. This feature improves the energy efficiency since thercompeting nodes
may switch off their transceiver during the transmissior&bver, S-MAC frag-

ments large packets into smaller ones. In addition, eackep@s acknowledged
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by the receiver. The acknowledgment also covers the fumcfi@ CTS message
to minimize collisions caused by the hidden-node problehusT smaller pack-
ets minimize the collision probability due to the more frequtransmission of
acknowledgments.

2.3.3 Sift

Sift [31] is a medium access protocol that is designed for W3hth a high
node density and event-driven traffic. The protocol usedamanaccess and is
based on the non-persistent CSMA protocol with a fix sizeexiin window.
Most random access protocols use a uniformly distributettdféto reduce the
peak utilization of event-driven traffic which is mainly pemsible for collisions
in WSNs. The basic idea of Sift is to use a non-uniform bacHKdfribution in
order to sift a winner of the contention resolution if a larggmber of nodes
try to access the medium at the same time. Thus, the protddded the time
after a transmission into contention slots. Each node wiights to access the
medium chooses a random interval between one and a maximunimenwf slots.
A node starts its transmission if the medium was idle durirgchosen number
of contention slots. In the case that a node senses a busyahduring the
backoff, it aborts its medium access procedure and waithéend of the current
transmission.

Collisions may only occur if two or more nodes chose the saomeber of
contention slots. Fig. 2.6 shows a simplified example of tleeliom access pro-
cedure with acknowledgments in which nodes 1 to 4 competéhiBomedium
access in order to transmit to node 0. The short lines whikbwiaach acknowl-
edgment represent the number of contention slots whichrergen by the nodes
that want to transmit data. Note that the slot duration iseebrding to the hard-
ware limitations of the transceiver in order to minimize twdlision probability
caused by the turnaround time and the CCA delay. Thus, immnly occur if
two or more node select the same number of contention slots.

Itis clear that the collision probability increases witte thumber of compet-
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Figure 2.6:Sift - Medium Access

ing nodes. For this reason, Sift uses a non-uniform didinbuwhich can be
optimized in respect to the number of competing nodes anevihigable number
of contention slots. The contention slots are selectedrdoapto the truncated
increasing geometric distribution shown in Eqgn. 2.1

cw
pr = % o for r=1,..,CW. (2.2)

Variable r represents the selected slot number whilés the probability of
choosing a backoff duration of r slots. The congestion windehich indicates
the maximum number of backoff slots is represented by patem@W. The slot
selection probability increases exponentially with r & gharametet is chosen
between 0 and 1. Therefore, the later slots are selectedahiipher probability.
As aresult, the number of nodes which compete for the medas®ss during the
first backoff slots is small which reduces the collision @bitity in a significant
way. Fig. 2.7 shows the backoff distribution of the Sift il for a contention
window of 32 slots depending on the parameteiThe graphs in the figure indi-
cate that the skewness of the backoff distribution can befieddy varying the
parameterv. The skewness of the distribution has to be chosen accotditige
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number of competing nodes. Moreover, Sift achieves a highess probability
of its contention resolution even in the case that the nurabeompeting nodes
is underestimated since the majority of competing nodelschdose a high slot
number. Thus, the number of nodes that compete for the meaasess during
the first slots remains small as a consequence of the skewh#ssbackoff dis-
tribution. However, the collision probability becomesywéigh if the number of
competing nodes is underestimated since most of them wabsd a high con-
tention slot number.

For this reason, Jamieson et al. recommend to limit the nunfb®des which
respond to a certain event. They discuss an event suppresgochanism that
only allows a predefined number of nodes to respond to a sexglet. Nodes
only try to respond to the event if less than the predefinedoaurof nodes has
transmitted a corresponding message. Thus, the numberdesnehich try to
access the medium at the same time in case of an event reniginsuch that
the Sift protocol achieves a high success probability afatstention resolution.
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2.3.4 Wise-MAC

The Wireless Sensor MAC (Wise-MAC) [47] protocol was depeld by the
Swiss Center for Electronics and Microtechnology as pathefWiseNET plat-
form [48]. The protocol is optimized for energy efficiencylow traffic WSNs.

The medium access is based on synchronized preamble sgnipladdition, the
protocol is designed for infrastructure communication kghmore powerful and
less energy-constraint nodes cover the task of base fation

Nodes that are energy-constraint only communicate dyr@dth the base sta-
tion. In the following, these nodes are referred to as sillise or subscriber
nodes. If a subscriber node wants to transmit a packet tdhhanabde, it sends
the packet to the base station. The base station transmitsattket to the desti-
nation node if the destination node is registered at thig lstation. Otherwise,
the packet is forwarded to the corresponding base stati@remte destination
node is registered.

In infrastructure networks, different MAC protocols andfelient radio chan-
nels can be used for the downlink and for the uplink since a bttion will not
switch off its transceiver in contrast to the subscriberasod herefore, the down-
link - from the base station to the subscriber nodes - reptedhe challenging
part in low-power infrastructure WSNs due to the asynchusnsleep schedul-
ing of the subscriber nodes. Wise-MAC is designed to optntiie downlink in
terms of energy consumption and delay. It is based on preasahpling like
many other MAC protocols [45, 46]. However, the differenceother protocols
lies in the fact that the base station learns the samplingdidl of its neighbor
nodes. Thus, the idle listening time of the subscribers earetiuced if the base
station starts to transmit the wake-up preamble in respetttet wake-up period
of the corresponding subscriber. The medium access of tke-WAC protocol
is shown in Fig. 2.8.

Subscriber nodes sense the medium with a wake-up peri@gyofif a base
station wants to transmit data to one of its subscriber natlegarts to transmit
the wake-up preamble right before the wake-up period of thesaiber node.
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Figure 2.8:Wise-MAC - Medium Access

The transmission of a data frame is started as soon as thestadis® is assured
that the subscriber is listening. Note that a frame may éomae or more data
packets. The frame starts with the address of the subsciibess, other sub-
scribers can switch off their transceivers in order to avdid listening caused
by overlapping wake-up intervals. The address field is ¥odld by a data field
which holds one data packet. Each frame ends with a framenghbi to signal-

ize to the subscriber station whether the base station ldiscel data frames
pending for it. As a result, the energy efficiency of the peotas increased since
the subscriber is able to switch off its transceiver as s@passible. The sub-
scriber node responds with an acknowledgment to the basersia the case
that the base station has indicated that no additional fsaane pending. The
acknowledgment of the subscriber contains the informattoout the remaining
time until the subscriber senses the medium again. Thisnrdton is then used
by the base station to keep its sampling scheduling infaomaable up-to-date.
The base station also stores the time when the acknowledgmasreceived in
order to take the clock drift of the oscillator of the micratller into account.
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2.3.5 X-MAC

The X-MAC [49] protocol is designed for asynchronous lowago duty-cycled
WSNSs. It uses strobed preambles to achieve a better penficsrthan ordinary
Low-Power-Listening (LPL) based protocols. The short kst preambles are
used instead of a single large preamble. Moreover, the giheambles contain
the address of the destination. Thus, a destination noderetagnize its own
address immediately and transmit an acknowledgment in ¢kegap after the
preamble which reduces the medium access delay since tjieatdr does not
need to transmit all short preambles. Fig. 2.9 shows therdifice between the
medium access of LPL and X-MAC.

LPL Packet Target address
arrival
\. !
Sender Long preamble | i send Data | !
Receiver : | Recv Data i R
| 1 Time
| R wakes up Listen for additional data |
X-MAC Packet |
arrival Receive early Ack |
Short preambles/ |
PR i
Sender P [P] [P] [Ack] SendData !
Receiver ! | [ Ack] Recv Data I&; R
"Time
R wakes up Listen for additional data

Figure 2.9:X-MAC - Medium Access

The advantage of X-MAC over LPL is that the destination noae kespond
immediately instead of listening to the whole preamble. ®higinating node
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stops the preamble transmission and starts its data trasiemiafter receiving
the early acknowledgment from the destination node durirgaf the gaps.

As aresult, the medium access delay is reduced by appraedyr&E@% even in
the case that there is no contention on the radio channeldifieeence may be-
come larger depending on the preamble duration, the traffi¢,land the packet
size. The efficiency of the protocol depends on the CCA dehalythe switching
time of the transceiver between rx and tx mode since theskwaae limitations
are responsible for the length of the short preamble andutetidn of the gaps.
In addition, the medium access delay is strongly affectethbyrardware limita-
tions due to the fact that they also limit the length of theyeycle.

The protocol takes advantage from data sniffing. A destinatiode stays
awake a short time after it has received a data transmis$ioerefore, it can
respond quickly with an early acknowledgment if anotherenagnts to send
packets to it. This feature may look unimportant at first garHowever, traffic
patterns in WSNs are typically data-centric and eventediriVror this reason, data
sniffing significantly affects the performance of the X-MA@twocol. Moreover,
the acknowledgment covers the function of a CTS messagediwed by a node
which is not the originator of the preamble. Thus, it redutescollision prob-
ability in multi-hop networks caused by the hidden-nodebfgm. The protocol
is able to improve its energy efficiency depending on thditrbfad since a node
switches off its transceiver if it receives a preamble oremawledgment which
is not dedicated for it. As a result, the corresponding nafessenergy which
prolongs its lifetime.

2.4 Communication Issues of Low-Power
Transceivers
Typical state-of-the-art low-power transceivers havecgjme characteristics

which affect the performance of WSNs. They are able to trérdaita between 32
kB/s and 256 kB/s which limits the possibilities of MAC protils to exchange
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information since the number of nodes and the node denstysarally very high

in WSNs. Therefore, the majority of the MAC protocols whiale a@esigned for

WSNs rely solely on the sensing capability of the transadiverder to support

random access by using the carrier sense functionalityeotiiip. The sensing
capabilities of low-power transceivers are very limiteshecially in the case that
small chip antennas are used [50]. As a consequence of titedisensing ca-

pabilities, the packet loss rate in WSNs is very high comgpaneother wireless

networks like IEEE 802.11.

Two communication issues are mainly responsible for thedevformance of
MAC protocols in WSNs. The first issue is represented by ttervwal that low-
power transceivers require to switch between receivingiamgmitting and vice
versa. Thus, the switching time which is in the followingewéd to as turnaround
time, specifies the time between the arrival of a packet aadéginning of the
corresponding response [51]. During this time intervaltthasceiver is not able
to detect the start of other transmissions.

The second issue is called CCA delay. The CCA delay speckenterval
that a transceiver requires to detect a busy medium provtugdhe transceiver
is already in receive mode. A transceiver is not able to bglidetect the trans-
mission of another node if the transmission has been staitéch an interval
that is shorter than the CCA delay. A closer look is taken anithpact of the
turnaround time and the CCA delay on the MAC performance énftilowing
two subsections.

2.4.1 Impact of the Turnaround Time

The turnaround time of transceivers has a direct impact eefficiency of MAC
protocols. However, the impact on the performance dependth® medium
access procedure which is used by the MAC protocol. The itapoe of the
turnaround time was first addressed in [52] by Pablo Brerinahis work, he
evaluated the wireless access method and physical spéoificaf the IEEE
802.11 standard. The same topic is discussed in more dgtidHnson et al. [51]
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and Diepstraten [53] who describe the effect on the perfoo@aaused by sev-
eral switching aspects. Diepstraten outlines the impaatttie turnaround time
has on the protocol overhead. The overhead increases apéctihe case that
a quick mutual exchange of messages, e.g. RTS-CTS messijaspackets
and acknowledgments, between the transmitter and theveedsirequired. The
impact of the turnaround time on a medium access procedute RWiS-CTS

handshake and acknowledgment is illustrated in Fig. 2.h@.figure shows the
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Figure 2.10:/mpact of the Turnaround Time on the Medium Access Procedure

whole data exchange process starting with the recognifi@noertain event by
the sender. First, the sender has to sense the medium fdiotucd ¢.s. The
transceiver turnaround time is representedgnd the signal propagation delay
between the sender and the receiver is representegl bjoreover, we assume
that the RTS message, the CTS message and the acknowledgmenthe same
size - 8 Byte - in order to simplify the following overheadigsition. The dura-
tion which is required to send one of these messages is epeekbyt,,,. The
packet transmission time is in the following referred ta asThus, we can cal-
culate the period of time T which is required by a node to erglkaa data packet
depending on the CCA delay and the turnaround time accotdiign. 2.2.

T = tes + 4ty + 4t + 3t + ta 2.2)

Eqn. 2.2 can be further simplified if we assume that the twaunad time has

39



2 Medium Access Control in Wireless Sensor Networks

the same duration as the period of time which is required nses¢he medium
t.s. Note that this assumption does only apply to the CC24204R@k the latest
generation of low-power transceivers, like the CC1100H,[E#quire a shorter
period of time to switch between receive mode and transmitano

Nonetheless, it represents an acceptable approximationgiy popular low-
power transceivers. The transmission range of wirelessosemdes is typically
very short due to the low transmission power and the charatits of the small
chip antennas. For this reasepjs much smaller thaty andt,,, which allows us
to removet from the equation. Thus, Eqn. 2.2 can be approximated by Egn.

T = 5t; + 3tm + ta. (2.3)

Fig. 2.11 presents the maximum utilization of the mediumeasgrocedure
shown in Fig. 2.10 depending on the turnaround time and tblespaize provided
that the transceiver achieves a data rate of 256 kb/s. Thefigustrates the great
impact of the turnaround time and the packet size on the peeioce on the uti-
lization of the medium. The utilization of the medium maymwazop below 20 %
if the packet size is smaller than 64 byte and the turnaroime is larger than
128 us. Furthermore, the figure points out that the turnaround tiegeices the
utilization of the medium by almost 30 % if typical low-powteansceivers try to
access the medium according to a RTS-CTS based medium @coesdure with
acknowledgments. The impact of the turnaround time ine®®sth the data rate
of the transceiver as indicated by the results of Fig. 2.2a&onsequence, the
turnaround time might become the performance limitati@hdiafor next genera-
tion low-power wireless transceivers. In addition, thenround time affects the
length of the backoff slot duration since the length of a slmuld be equal to
the total of the CCA delay, the turnaround time, the trangzgbower-up time,
and the maximum medium propagation delay. Moreover, Bnef&2$ and Diep-
straten [53] conclude that the turnaround parameter ofER&=1802.11 physical
layer should be stressed as much as possible even if thisl\oid the number of
transceivers which can be used. Note that transceiversanstiorter turnaround
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time have to use the same slot duration as those with a longeround time in
order to be backward compatible.

2.4.2 The Problem of Clear Channel Assessment Delay

CCAis alogical function which returns the current statehaf wireless medium.
It is provided by almost any low-power transceiver for WSNrder to sup-
port CSMA functionality to the MAC layer. However, the traed/ers require
a certain period of time depending on their current stateslialsly determine
the state of the medium. Moreover, the time that a transcedepiires to switch
from receive to transmit mode represents a vulnerable ¢pé&oioMAC protocols
which rely on the CSMA functionality since transceivers aog able to detect
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any transmissions that start during the switching peri&d$6].

The CCA delay becomes the dominating performance limitafé@tor [32]
for low-power transceivers which have a relatively high C@#ay compared to
IEEE 802.11 transceivers. Typical low-power transceivithe the CC2400 [20]
and the CC2520 [21] (Texas Instruments) or the AT86RF23] (BTMEL),
have to listen to the medium for a duration of 8 symbol pertod®liably detect
an ongoing transmission. The chips average the ReceivetIStdrength Indi-
cation (RSSI) over the last 8 symbols in order to decide wdrete channel is
assumed to be busy or idle.

Technical aspects, like the CCA delay of low-power trangrsi which have
a large influence on the performance of wireless commumpicati sensor net-
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works, are usually neglected. The problem of CCA delay iy addressed
by a small number of papers since standard models from nletsiotulators,
e.g. ns-2 [58] or OPNET [59], simplify the physical layer bsgsaming optimal
transceivers which do not need any time to sense the radimehar to switch
between rx and tx mode. The impact of CCA delay on IEEE 802.[%/] net-
works is described by Kiryushin et al. [32]. The focus of theork lies on real
world performance of WSNs and describes the impact of diffekinds of com-
munication aspects. Bertocco et al. [60] have shown thapémormance of a
wireless network can be improved by minimizing the CCA thr#d. Never-
theless, the minimization of the threshold requires greattedge of the radio
channel, e.g interference and background noise, since sntafl threshold will
result in false positives which will significantly decreabe throughput. Thus,
nodes will not transmit any data due to the fact that theyefalassume the chan-
nel to be busy. The latest generation of low-power transeeigupports different
kinds of CCA methods. An intelligent cross-layer approadticlv takes advan-
tage from different CCA methods is introduced by Ramachamdnd Roy [50].
Their idea is to dynamically adapt the CCA method and pararsetepending
on the current channel conditions and the upper layer paesime

2.5 Backoff Preamble-based MAC Protocol with
Sequential Contention Resolution

The BPS-MAC protocol is optimized for reliability in scei@s with a high node
density and highly correlated event-driven data traffidddés not require syn-
chronization or a large amount of memory which makes theopmtmost ap-
plicable for sensor nodes with low computational power amitéd transceiver
sensing capabilities.

In random access MAC protocols all nodes compete for theunedccess. A
collision occurs if two or more sensor nodes try to accessradium within a
time interval which is shorter than the CCA delay of the usaddceiver. Backoff
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algorithms are only able to reduce the probability that twenore nodes access
the medium at the same time by spreading the traffic load. ftesless, a node
can never know whether another node is starting its trarssomisluring the next
CCA time interval due to the fact that it cannot listen to tleirsterface while
switching from rx to tx mode.

The BPS-MAC protocol follows a different approach in orderdeal with
the problem of CCA delay. The basic idea of the protocol iseiodsa backoff
preamble with variable length before transmitting the datse length of the
preamble has to be a multiple of the CCA delay to maximize ¢liahility of the
protocol. Furthermore, the protocol uses a slotted coimtemesolution due the
fact that the backoff preamble is a multiple of the CCA delayhe case that two
nodes send a preamble with different length, the node wélstorter preamble
is able to detect the occupation of the medium by the otheenod

2.5.1 Single-Sequence Medium Access Procedure

First, a closer look is taken on the single-sequence cdoten¢solution which
represents the contention resolution as used by the sthBaakoff Preamble-
based MAC Protocol (BP-MAC) protocol which we have introeddn [2]. In
the following, the term slot is used instead of CCA delay tlorasince it is
more related to the context of contention resolution. Meegothe term colli-
sion probability represents the probability that two or exnodes start their data
transmission simultaneously after a backoff transmissibich represents an un-
successful contention resolution.

A node senses the medium for a duration of 3 backoff slotswitts to trans-
mit a packet. The transceiver is switched from rx to tx in thgecthat the medium
is free for 3 consecutive slots in order to transmit the bighk@amble. The du-
ration of the preamble is chosen according to a uniformidistion between one
and a maximum backoff window. The preamble covers the fanaif a reserva-
tion signal. Thus, a longer preamble increases the prababilgaining medium
access.
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The node senses the medium after the transmission of thenplealf the
medium is busy after the transmission, the node waits betive@and maximum
backoff window number of slots until it restarts the accesspdure described
above. Otherwise, the node is allowed to access the medibms, T switches its
transceiver from rx to tx mode, which takes a duration of aditamhal backoff
slot. As a consequence, the medium is idle for two slots affiertransmission
of a backoff preamble. For this reason, a node senses theimddr 3 slots in
order to be sure that there is no ongoing contention resolufihe contention
resolution in case of synchronous medium access is showig i &3.
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Figure 2.13:Contention Resolution - Synchronous Access

A slot is marked with the letter S if the transceiver of a noslalle to sense
medium for the whole slot duration. In the case that a sensiatg recognizes
a busy medium in the current slot, the slot is marked with a BmNRers are
used to indicate the corresponding backoff slot of the traried preamble. The
letter R is used to illustrate that a node switches its traimsc from transmit to
receive mode. The slot duration has to be chosen such thateaisable switch
the transceiver mode and to detect a busy medium within desgtgt duration.
The letter T indicates that a node switches its transceieen fx to tx mode. Itis
assumed that the node is not able to detect a busy mediungdbr#time slot.
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Collisions may still occur, as mentioned earlier in thisteet However, col-
lisions only occur if two or more nodes start to access theiumedvithin one
slot and choose the same backoff preamble duration. An dranfi@ collision
is shown in Fig. 2.14.
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Figure 2.14:Contention Resolution - Collision

The figure indicates that the collision probability can béueed if a longer
backoff preamble is used provided that the number of comgetodes is inde-
pendent from the backoff duration which is typically not tizese.

2.5.2 Multiple-Sequence Medium Access Procedure

The single-sequence medium access procedure can be irdpfaveltiple short
backoff preambles are used instead of a single long preatdbleever, the CCA
delay and the turnaround time of the transceiver have to kentmto account
if multiple backoff sequences are used. The proposed s&gqleontention res-
olution procedure requires a gap of two backoff slots behn@e consecutive
sequences as shown in Fig. 2.15 and Fig. 2.16. The gap ischéededer to
switch the transceiver from tx to rx and to sense the medium.
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Node 1 |s|s|s|T|1|2|3|R|T|1|2|R|B|s|s|B|B|
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1 IIII|I

Node 3 |s|s|s|T]1|2|R|B|s S|B|B|B|B|B|B|B|

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Time

Figure 2.15:Sequential Contention Resolution - Synchronous Access
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T
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Figure 2.16:Sequential Contention Resolution - Collision

In the following, the medium access process of the BPS-MAGqmol shown
in Fig. 2.17 is described in more detail. Higher layer paslese put into the wait-
ing queue if a backoff is already pending. In the case thataukdif is pending
the medium access process is started. The protocol ing&@h sequence counter
and an access counter. Note that the access counter is usrthtdhe number of
free consecutive backoff preamble slots while the sequenaster represents the
number of transmitted backoff preambles. Furthermoreatitess counter starts
with an initial value of zero in contrast to the sequence teuwhich starts with
an initial value of one. After the initialization of the caens is completed, the
protocol switches the transceiver to receive mode andsdtagense the medium.
If the medium is busy, the node waits between zero and EBV¥ Sletore the
medium is sensed again. In addition, the access counter ligek to zero. The
transceiver might be switched off during the waiting pertebending on the
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Media Access
Process

Backoff
Preamble
Process

Figure 2.17:Flow Diagram of the Medium Access of the BPS-MAC Protocol
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energy-constraints of the node. The access counter isagedeby one if the
medium is idle and checks whether the counter is equal to 8hwihicates that
the medium has been idle for duration of 3 consecutive backats. If the value
of the access counter is smaller than 3, the protocol wagdarkoff slot until it
follows the procedure described above. The protocol caleslthe preamble du-
ration depending on the sequence counter and starts tolsebddtkoff preamble
after the medium has been idle for duration of 3 backoff sidlés mechanism
allows the modification of each backoff sequence, e.g. amdifft EBW size or
a different backoff distribution. Then it switches the saeiver back to receive
mode, which requires the duration of one backoff slot. Iflbele senses a busy
channel after the preamble transmission, it resets thesaced the sequence
counter and waits between 0 and EBW slots before it sensesedaim again
in order to restart the access process. In the case that tfiemmés idle after the
backoff transmission, the node checks whether the sequeuteer has reached
the maximum number of backoff sequences S. If the value idlenthan S, the
counter is increased by one and the preamble process edséayain. The node is
allowed to start its data transmission if the medium is idterahe transmission
of S backoff preambles.

2.5.3 Single-Sequence - Analysis of the Contention
Resolution

The probability that two or more nodes access the mediumiwithe slot du-
ration depends on the traffic load and the traffic charattesis~or this reason,
every scenario has to be analyzed individually if the rdliighof a WSN has
to be calculated in advance. Nevertheless, it is possibtaltulate the collision
probability if the number of nodes which transmit synchraslg and the maxi-
mum backoff preamble duration is known. Thus, the achieveddiability can be
calculated for worst-case scenarios if we assume that désiom the WSN start
the medium access procedure at the same time.

First of all, we have to specify a collision from probabilitplculus point of
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view. A collision of two or more transmissions occurs if twonoore nodes select
the same number of backoff slots provided that they havectsglehe highest
number of slots in this contention resolution phase.

We have shown in [2] that the number of nodes which are partoflsion in
a certain backoff preamble sequence can be calculatedlawsoletm be the
number of nodes which access the medium at the same time thilaaximum
number of backoff slots is. The number of nodes which are part of a collision is
¢ which corresponds to the value of the discrete random ari@bThe proba-
bility that the contention is resolved is given BYC' = 1). Moreover,b(7) is the
probability that a node transmits a backoff preamble witluation ofi slots.

Thus, we can formulate the probability mass function of amdariable C
according to Eqn. 2.4

i

C!(mL!C)!;b(H—l)C <Zb(k)> l<cem

k=1
P(n,m,c) = n
( ) Z b(7)° c=m
i=1
0 otherwise.

(2.4)
Eqgn. 2.4 can be simplified to Eqn. 2.5 if we assume that theedkect each
backoff slot with a probability 0b(i) = 1 according to a uniform distribution.

m n—1
m)! 1 m—c
cl(m —¢)! (ﬁ) Zl lse<m
i=1

P(n,m,c) = 1 m—1 e (2.5)
- =
0 otherwise

The probability that the transmissions of two or more nodegart of a collision
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Figure 2.18:Collision Probability for Simultaneous Medium Access degiag
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during a single backoff sequence can be calculated aceptaliign. 2.7 by using

the completeness axiom from Eqgn. 2.6
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Fig. 2.18 shows the results of Eqn. 2.7 in order to give a béttpression of the
impact that the backoff duration and the number of synchustyotransmitting
nodes have on the collision probability. The results shatte single-sequence
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contention resolution is able to reduce the collision philitst in a significant
way depending on the number of available backoff slots. Heweve should
keep in mind that the contention resolution reduces theilplessverall through-
put since no data can be transmitted during the preamblsrhiasion. Thus, the
utilization of the air interface and the traffic pattern h&wde taken into account
when choosing the maximum number of backoff slots.

If the signal strength of two simultaneous transmitting emdiffers by more
than 3 dBm [32], the packet with the higher signal strengtieégived correctly
while the other packet is lost due to bit errors. Neverttglege focus on the
worst-case scenario in which both packets are disturbeld thad the bit errors
cannot be corrected. In order to calculate the mean packetdoe a new discrete
random variable T is introduced which represents the nurobéost packets
during one contention resolution period. The random végidhs calculated as
described in Egn. 2.8

m n—1
m! 1 ot
t(m — t)! (Z) ;Z 2st<m
t=m

0 otherwise.

Thus, we are able to calculate the mean of the packet lossodeallisions
during the contention resolution according to Eqn. 2.9

- St () S ()

(2.9)
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2.5.4 Multiple-Sequence - Analysis of the Contention
Resolution

The fact that the mean of the number of lost packets duringglesicontention

phase is described by the fraction of n and m encouraged usrto about a

new sequential backoff resolution called BPS-MAC whichésatibed and an-
alyzed in the following paragraphs of this subsection. Ebonsecutive backoff
preambles are able to reduce the number of competing nogfebysstep. There-
fore, just a small number of nodes will compete for the medaaeess in the last
backoff preamble sequence. The overhead increases witiuthber of backoff

sequences. For this reason, the duration of backoff segaeran only be short-
ened to some extend, which becomes obvious by taking a lotilegiroposed

sequential contention resolution procedure shown in Fih 2nd Fig. 2.16.

Competing nodes switch their transceivers to rx after thesmission of the
first backoff preamble. If they sense a busy channel, theshalert their current
medium access process and wait between zero and EBW slotg Isehsing the
medium again. In the case of an idle channel, the nodes sthigthtransceivers
back to tx and transmit the next backoff preamble. Thusjsiotis may only
occur if two or more nodes start their medium access proeedithin one CCA
delay interval and choose the same number of backoff sloevény backoff
sequence. The maximum duration of each backoff preambleeseg and the
number of sequences defines the maximum medium access delaysingle
contention resolution.

Let y be the medium access delay in number of backoff slots andratinéer
of sequences. The EBW of sequericis denoted as;. Furthermore, it is as-
sumed that a node senses the medium for 3 slots before it®siits transceiver
to tx mode - which requires an additional duration of one siatorder to start
the backoff preamble transmission. The maximum mediumsscdelay can be
calculated according to Egn. 2.10 provided that the gapédwtviwo consecutive
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preambles is two slots.
y<4+d ni+2s (2.10)
i=1
The minimum medium access delay is achieved if a node chdosdsst backoff
slot in every backoff sequence while no other node is comgédtr the medium
access. The lower bound of the medium access delay is givEigiy2.11

y >4+ 3s. (2.11)

Many applications for WSNs need guarantees in terms of maxirmedium
access delay since the generated data is often missigzatrin the following it
is assumed that a certain number of nodes have to transmélaasmount of data
if they recognize an event. Thus, the maximum allowed mediaooess delay in
number of backoff slots can be calculated assuming thatrtteuat of data per
node, the transmission rate, and the maximum number of nedg®nding to
an event are known in advance. The BPS-MAC protocol can by egdimized
for a particular application in the case that the maximurovedid medium access
delay is known. First, the boundaries of the number of bdck®duences have
to be specified according to the maximum allowed delay. Thabaries of the
number of backoff sequences can be calculated accordingrtoZ12 provided
that the smallest allowed value of the EBW is two slots.

1<s<

NS

—1,seN (2.12)
The next question which has to be answered is that of defiiadength of
each individual backoff sequence. Lrebe the number of available slots for the

preamble transmission for a predefined number of backofiesgzpss. Thus,n
can be calculated according to Eqgn. 2.13

n= inl (2.13)
i=1
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Figure 2.19:Uniform Distribution - Probability of Successful Conteoi Reso-
lution depending on the Number of Competing Nodes

By taking a look at Egn. 2.9 it becomes clear that the duradibthe backoff
sequences,; have to be chosen such tHgt_, n: is maximized. Therefore, the
duration of each backoff sequence should be chosen as shpasaible in or-
der to maximize the product. However, the number of avaglddaickoff slotn
depends on the number of backoff sequences if an upper bmihé maximum
allowed medium access delgyis given. The highest probability of a successful
contention resolution is achieved if n is a multiple of fddue to the gap between
two consecutive backoff sequences, a length of 4 slots septe the best trade-
off between overhead and success probability. In the fatigvt is assumed that
nis always a multiple of 4.

Fig. 2.19 shows the probability of successful contentiohation as a func-
tion of the number of competing nodes and the number of baskqgliences. The
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results shown in Fig. 2.19 are very promising, especialthecase that three or
more backoff sequences are available. However, in soms @ds@nly possible
to use up to two sequences in order to maintain within givaimbaries of the
medium access delay.

2.5.5 Backoff Optimization

The collision probability can be minimized even in the casevhich only a
small number of short backoff sequences can be used due tumextcess
delay boundaries. A solution for this optimization problérgiven by Tay et
al. [61] which evaluated the performance of non-uniformréisitions for slotted
contention resolution. They introduced an algorithm whialiculates the opti-
mum distribution for a given number of backoff slots proddéat the number
of competing nodes is known in advance. However, their dpgchsolution only
achieves a high success probability if the number of corgrsetdoes not dif-
fer much from the assumed number of competitors. Thus, teegmmmend to
use a truncated geometric distribution which is less adfidly the number of
competitors.

Fig. 2.20 shows the probability of successful contentiohaion for a sin-
gle backoff sequence with maximum backoff duration of folatssdepending
on the used distribution from Table 2.1 and the number of @iitgrs. The re-
sults of Fig. 2.20 suggest that the uniform distributiorresgnts the best choice
if only two nodes compete for the medium access. Nonetheflesprobability
of successful contention resolution decreases rapidlly thié increasing num-
ber of competitors. Therefore, the uniform distributiomét the first choice for
networks with high node density and correlated traffic. Thuadated geomet-
ric distribution can be optimized for a fix number of compmtt However, the
optimization of the distribution for more than three nodesidt really practical
since the performance degrades significantly if the numbeosmpeting nodes is
overestimated. This behavior becomes clear by taking advtthe different dis-

56



2.5 Backoff Preamble-based MAC Protocol with Sequentiait€otion Resolution

Table 2.1:Distributions - Backoff Slot Selection
Distribution / Probability || Slot1 | Slot2 | Slot3 | Slot4
Optimimized_3 0.534 | 0.217| 0.148 | 0.101
Optimimized_8 0.766 | 0.086| 0.078 | 0.070
Optimimized_16 0.884 | 0.040 | 0.039 | 0.037
Uniform 0.250 | 0.250 | 0.250 | 0.250

tributions shown in Table 2.1. The optimized distributi@chieve a high success
probability of the contention resolution due to their skeas As a consequence
of the skewness, the majority of the competing nodes choms®fthe first slots
while the minority of the nodes compete in the rest of thelalsée slots. This
explains the high success probability of the optimizedritistions even in the
case that the number of competitors is underestimated.rifeless, the skew-
ness reduces the success probability if the number of nedemaller than the
number for which the distribution is optimized. The numbkcampeting nodes
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Figure 2.20:Probability of Successful Contention Resolution for a f&lot
Backoff Procedure depending on the Number of Competing Blode

57



2 Medium Access Control in Wireless Sensor Networks

=

o o
(2} e}
o o
[<2] ~

Success Probability
o
N
=)
o

Figure 2.21:0Optimized_3 - Probability of Successful Contention ReSofude-
pending on the Number of Competing Nodes and the Number of
Backoff Sequences

always decreases from a maximum - which depends on the nodéydand the
traffic pattern - to one. Therefore, an optimized distribatfor three competing
nodes represents the best choice for most scenarios. Reaadin underestima-
tion of the number of competitors only has a small impact @enpghcket loss in
contrast to an overestimation which increases the catligiobability in a signif-
icant way. The success probability of the Optimized_3 itistion for an EBW
of four depending on the number of competing nodes and théauof backoff
sequences is shown in Fig. 2.21.

The results of Fig. 2.21 point out that the success prolgbidr the Opti-
mized_3 distribution for the first two backoff sequencesigmhigher compared
to the uniform distribution shown in Fig. 2.19. However, tliference becomes
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smaller with an increasing number of backoff sequences.ufiiferm distribu-
tion even represents a slightly better solution if the nunadfsequences exceeds
four and the number of competing nodes is less than 32. Tlravier is the
consequence of the stepwise reduction of the number of dimgpeodes. The
probability that only two nodes compete in a single backeffience increases
with an increasing number of backoff sequences. Due to ttieHat the uniform
distribution is the optimum distribution for the case of ta@mpeting nodes, its
performance increases more with the number of backoff sesethan the per-
formance of the Optimized_3 distribution.

Now that the impact of the backoff distribution on the suséalscontention
resolution is discussed, a closer look is taken on the agaramber of collisions
per backoff. A distribution may achieve a higher succesbadity than another
distribution but it may have a higher packet loss if the ageraumber of nodes
which are part of a collision is higher. Thus, the questiotdsv many nodes are
part of a collision in case of an unsuccessful contentiooluéi®n. Moreover, the
impact of the backoff distribution and the number of baclgd#tjuences on the
collision probability has to be evaluated.

Let ¢y be the number of nodes which compete for the medium accebgin t
first backoff preamble sequence andhe number of nodes that collide in thh i
sequence. Moreover,; represents the number of backoff slots in ttredack-
off sequence while s represents the number of backoff seggeiThe function
p(vari, vare, vars) is an extension of Eqn. 2.4 whereas the parameters n, m, and
c are freely configurable. Variableir; corresponds to the maximum number of
backoff slots n while variablear, represents the number of competing nodes
m. The number of nodes ¢ which are part of a collision is ingideby vars.
Thus, the average number of nodes which are part of a callediter s backoff
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sequences can be calculated according to Eqn. 2.14 by ugimdLE

co

E[C,1] = Z cip(ni, co,c1),
c1=2
co cy

E[C,2) = Y > ep(ni,co,c)p(ne, e, ez),
c1=2co=2
co Cs—1

E[C7 S] = Z T Z CsP(’I’L1,CO,C1) o 'p(nS7CS—1ch)'
c1=2 cs=2

(2.14)

Figures 2.22-2.25 show the average number of collisiondaekoff for the
optimized truncated geometric distributions for 3 and 8 peting nodes as well
as for the uniform distribution depending on the number ofot kackoff se-
guences. Furthermore, the Opt3_Uniform graphs reprelsemesults of a hybrid
approach where the Optimized_3 distribution from Tablei?.dsed in the first
sequence while the uniform distribution is used for the ecnsive sequences.

The first thing which can be mentioned for the results of timglsi backoff
seguence shown in Fig. 2.22 is that the average number adioo per backoff
increases linearly with the number of competing nodes feruthiform distribu-
tion. The uniform distribution only offers the best perf@nce for two competing
nodes while the Optimized_3 distribution represents tis $@lution for three to
10 competing nodes. If the number of competing nodes excé@dhe Opti-
mized_8 distribution shows a better performance. It isreégtng to notice that
the Optimized_8 distribution does not achieve the loweskgiloss for 8 com-
peting nodes though its success probability is optimal foor@peting nodes. The
answer is given by the Optimized_8 distribution functiomeDo the high proba-
bility of the first slot there is a noticeable probability tiaél nodes choose the first
backoff slot in one sequence. Therefore, the average nuaflmallisions is in-
creased in a significant way. Fig. 2.23 shows that the averagéer of collisions
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Figure 2.22:Single Backoff Sequence Contention Resolution - Averagebér
of Nodes which are Part of a Collision depending on the Bdckof
Distribution

can be approximately quartered if the BPS-MAC protocol wa@sconsecutive

backoff preambles to resolve the contention. This effectmrecognized for the
uniform, Optimized_3 and Opt3_Uniform distributions. Terformance of the

Optimized_8 distribution does not represent a good saiuiio scenarios with

less then 32 competing nodes. As a consequence of its haieg-tharacteris-

tic, the probability is high that less then 10 nodes compatéie medium access
in the second backoff preamble sequence. Thus, there is ehbigce that the
remaining competitors collide in one of the first slots in $eeond sequence.

If the BPS-MAC protocol uses 3 consecutive backoff prearsbiguences the
performance of the Optimized_8 distribution degrades evere which is shown
by the results of Fig. 2.24. The highest reliability for sagas with more than
three competitors is achieved by the Opt3_Uniform appro@bk Optimized_3
distribution reduces the number of competing nodes in tis $iequence such
that uniform distribution becomes the best choice for theseautive backoff
sequences. For applications with low or medium data ratddems constraints
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Figure 2.23:Two Backoff Sequences Contention Resolution - Average Numb
of Nodes which are Part of a Collision depending on the Bdckof
Distribution

regarding the delay, it may be a considerable choice to ugeofomore consec-
utive backoff preamble sequences. The Opt3_Uniform agprehould be used
for these scenarios which is indicated by the results of ERb.

2.5.6 Simulative Performance Comparison of the CSMA
and the BPS-MAC Protocol

In this subsection the reliability and the delay of the CSM#l ¢he BPS-MAC
protocol are simulated under different conditions, e.g.ribmber of competing
nodes, the utilization of the air interface, and the trafittgrn. Due to the fact
that the BPS-MAC protocol is designed for WSNs, the focus tia networks
with data-centric traffic pattern and highly correlatedfica The simulated sce-
narios distinguish in the traffic load and the number of teagfiurces in order to
get a better picture of the performance of the BPS-MAC pmtoc

In all scenarios, the sensor nodes are in transmission @negch other and
the signal strength between the nodes differs by less th&8n8 doreover, all
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packets of simultaneous transmissions are lost which septe the worst-case
for collisions [32]. The nodes are positioned according tm#éorm distribution
within a square of 10 by 10 meters. Three different configonatof the protocol
are simulated. The first two configurations of the BPS-MACacol use a back-
off resolution with 3 backoff sequences. The duration ofhesequence is four
slots which results in a maximum duration for the first cotitenresolution of 22
slots. The maximum backoff window is set to 32 slots to spibadraffic load
after the first contention resolution in case of an unsudakssedium access.
The first configuration uses the uniform distribution for teatention resolution
and is in the following referred to as BPS-4SEQ3-Uni. Theadaonfiguration
uses the Optimized_3 distribution and is thus abbreviateBRE-4SEQ3-Opt_3.

In contrast to the previous configurations, the third comigian uses a single-
sequence backoff with uniform distributed slot selecti®he duration of the
EBW and the maximum backoff window are set to 32 slots to getparable
results. The abbreviation BPS-32SEQ1-Uni is used for thidgiguration.

Due to the fact that the CSMA protocol is the most common atm WSNs,
its performance is compared with the performance of the BRA& protocol us-
ing the three specified configurations. The simulated CSM#gmol uses a Trun-
cated Binary Exponential Backoff Algorithm (TBEBA) to rdge contention on
the channel. The duration of a CSMA backoff slot is set to B@&which corre-
sponds to the 32 kHz clock cycle of the micro controller. TBEBA uses a SBW
and an EBW of 9 to calculate the number of backoff slots. Thaler of back-
off slots is then chosen uniformly distributed between zerd two to the power
of the current backoff window. The algorithm increases taekbff window if a
busy medium is detected after the current backoff is trattethivhich indicates
an unsuccessful medium access. The configuration of the GEBEBA proto-
col was chosen from a large set of simulated scenarios witie th@an 10 nodes
and data-centric event-driven traffic pattern. In additithe simulation results
were verified by measurements in a testbed.

If not further mentioned, a CCA delay of 128 is assumed, which represents
the Received Signal Strength Intensity (RSSI) average tii'@esymbol periods.

64



2.5 Backoff Preamble-based MAC Protocol with Sequentiait€otion Resolution

The data rate of the transceiver is set to 256 kb/s and theofjat&t duration of
the BPS-MAC protocol is set to the duration of the CCA deldye Tesults are
calculated from 20 simulation runs with different seedsahitis quite sufficient
due to the low variance of the collected statistics. Eacltukition was run for
1100 seconds and the statistics were collected after adranhase of 100 sec-
onds. The traffic model started to generate packets aftee&ghsls and stopped
10 seconds before the end of the simulation in order to all@vttansmission
of all waiting packets. The simulated traffic patterns amshin Table 2.2. The
delay results represent the average of the 99 % quantile wtelreliability plots
show the mean reliability of the simulation runs. Due to thet that the variance
of the collected statistics was very low, the results sholy tire mean instead of
the corresponding confidence intervals.

Table 2.2:Traffic Pattern

Pattern Name Parameter Distribution Range / Values
Burst Burst IAT uniform [9.9995; 10.0005] s
Packets per Burst constant 3

Packet IAT uniform [0.0000; 0.0010] s
Packet Size constant 1024 bit
Number of Sources - [10;20;30;40;50;
60;70;80;90;100]
CCADelay Packet IAT uniform [0.0950; 0.1050] s
Packet Size constant 1024 bit
Number of Sources constant 10

Performance of the Protocols depending on the CCA Delay

The BPS-MAC protocol was designed to successfully resatwegention on the
medium independent from the sensing capabilities of thestraiver. In fact, the
probability of a successful contention resolution is noedily affected by the
CCA delay. Nonetheless, the backoff slot duration of the BREC protocols has
to be chosen with respect to the duration of the CCA delay lamgé¢riod of time
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which is required by the transceiver to switch between wecand transmit mode.
The maximum of both factors represents the minimum threlsbbthe backoff
slot duration. As a result, a higher CCA delay will usuallgrease the duration
of contention resolution since the CCA delay is often higian the switching
time of the receiver. Therefore, the probability increabas more nodes compete
for the medium access during a single contention resolukiowever, it is clear
that the impact of this effect varies according to the uwiii@an of the medium,
the number of competing nodes, and the traffic pattern.

In the following, a closer look is taken on the reliabilitycathe delay of the
protocols depending on their configuration and the duratiothe CCA delay.
Typical transceivers for WSNs, like the CC2420 or the AT88RE, have a high
CCA delay between 128s and 192us.

For this reason, the reliability and the delay of the prolware simulated
while increasing the CCA delay from 32 to 256us in steps of 32:s in order
to evaluate the potential of the next generation of low-potrensceivers. The
scenario consists of 10 source nodes which transmit traficdata sink accord-
ing to the burst traffic pattern described in Table 2.2.

Fig. 2.26 shows the reliability of the protocols dependimgtitoe CCA delay.
The reliability of the CSMA-TBEBA protocol decreases lingarom 99 % to
96 % if the CCA delay is increased from 3& to 256 us. This result is no
real surprise since the protocol solely relies on the sgneapabilities of the
transceiver. Nevertheless, the reliability seems onlyadigh on the first look
since the number of nodes is relatively small and the utibreof the air interface
is approximately 40 %. The reliability of the BPS-MAC protbevith 3 backoff
sequences and the uniform distributed backoff slot seledsi less affected by a
higher CCA delay. However, its reliability decreases frd®8% to 99.4 % as a
consequence of the higher number of competing nodes pezrd@nt resolution
due to the higher CCA delay. The same behavior can be recatjfor the BPS-
32SEQ1-Uni configuration. The higher CCA delay increasesittmber of com-
peting nodes per contention resolution which increasesdhision probability.
The Optimized_3 distribution enables the BPS-MAC protaeith 3 backoff se-

66



2.5 Backoff Preamble-based MAC Protocol with Sequentiait€otion Resolution

0.9951

0.99r

0.985-

Reliability
o
©
@

0.9751

0.97f |—=<BPS-4SEQ3-Uni
-©-BPS-4SEQ3-Opt3
0.965[ | = BPS-32SEQ1-Uni
CSMA
0_9% : : : : i i i
32 64 96 128 160 192 224 256 288
Clear Channel Assessment in ps

Figure 2.26:Reliability depending on the CCA Delay of the Transceiver

guences to achieve a reliability of almost 100 % in most ofdiineulation runs.
The high reliability is the consequence of the stepwiseeamian resolution and
the Optimized_3 distribution which significantly minim&é&e number of com-
peting nodes already in the first sequence. Thus, the lasségoences can be
used for the remaining competing nodes.

The results of Fig. 2.27 show that the delay of the CSMA proitég not af-
fected by the CCA delay. The delay of the protocol remainsipeanstant since
its backoff slot duration is independent from the CCA delBye very slight de-
crease of the delay results from the lower reliability inremos with a higher
CCA delay. The lowest delay in all scenarios is achieved byBRS-4SEQ3-Uni
configuration. The slope of the curve reveals that the BPSENdotocol takes
a large benefit from transceivers with a low CCA delay. The-lear increase
of the delay again results from the higher number of competizdes due to the
longer contention resolution caused by the higher CCA délhg BPS-4SEQ3-
Opt3 and the BPS-32SEQ1-Uni achieve a lower delay comparéiet CSMA
protocol as long as the CCA delay remains below 224 A high increase of
the delay of the BPS-4SEQ3-Opt3 configuration can be rezedni the CCA
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Figure 2.27:99 % Quantile of the Delay depending on the CCA Delay of the
Transceiver

delay reaches 25fs. The delay of the BPS-4SEQ3-Opt3 is more affected by
the higher number of competitors due to the skewness of ttimized truncated
geometric distribution. The delay of the protocol becomess/ Yow if the CCA
delay is below 192:s which is achieved by many low-power transceivers.

Performance of the Protocol depending on the Number of Sours

The results presented in the previous section have showththaumber of com-
peting nodes affects the reliability and the delay of thetqwols in a different

way. Therefore, the focus of this section lies on the peréoroe of the protocols
depending on the number of competing nodes. The number ofesaodes is in-
creased from 10 to 100 in steps of 10 nodes in order to simthiatenpact of the

number of competitors. In addition, the nodes send trafiboating to the burst
traffic pattern shown in Table 2.2. Thus, the nodes transmpiakets approxi-
mately every 10 seconds which results in high peaks of ttization. The burst
traffic pattern is similar to the event-driven traffic of sttural health monitoring
applications. The CCA delay and the slot duration of the BRS: protocol are
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set to 128us which reflects the CCA delay of typical low-power transeesy
like the CC2420 (Texas Instruments) and ATMELs AT86RF231.

Fig. 2.28 shows the impact that the number of competing nbedes on the
reliability of the protocols to successfully transmit a kaic The reliability of the
CSMA protocol varies between 94.8 % and 92.4 %. It achievesifhest suc-
cess probability for the scenario with 10 source nodes. Themeliability drops
sharply to 92.6 % if 20 nodes send traffic periodically to thrksHowever, it
is interesting to notice that the reliability increasesiaga 93.6 % if the num-
ber of nodes is increased to 100. The increase is the consezwé the large
SBW and EBW which spreads the traffic load such that the dafliprobabil-
ity is decreased to some extend. Moreover, the probabiiay & node finds the
medium occupied increases with a higher number of sourcdesnd herefore,
the medium access becomes more deterministic. The BPSERR8HI and the
BPS-4SEQ3-Uni are affected in a similar way. Nevertheldssy reliability re-
mains on a high level between 98.8 % and 99.4 % independanttfre number
of competing nodes. The reliability of the BPS-4SEQ3-Optkess affected by
the number of source nodes. A reliability of 99.9 % was aadesven in the 100
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Figure 2.28:Reliability depending on the Number of Burst Sources
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node scenario. Note that the average number of nodes whiels&the medium
within one CCA delay interval is far below 100 even in sceoswvith correlated
traffic. Therefore, the BPS-MAC protocol is able to achidvis very high suc-
cess rate with only 3 backoff sequences. A fully synchrahizeedium access
would not generate any meaningful results for the CSMA praito

The results of Fig. 2.29 indicate that the delay of the proi®és affected in
a different way by the number of source nodes. The BPS-4SBEQfgarations
achieved the lowest delay if the number of sources is less @3a The lowest
delay in scenarios with more than 60 nodes is achieved by 8MACprotocol.
However, the price of the lower delay is paid by the highekpatoss rate of the
protocol. Note that acknowledgments and retransmissi@auwdincrease the de-
lay of the CSMA protocol beyond the delay of the BPS-MAC poamtio The high-
est delay can be recognized for the BPS-32SEQ1-Uni configaral he reason
for its high delay compared to the other BPS-MAC configuragities in its very
long backoff preamble. As a consequence of the sequenti&bBaresolution,
the probability is high that nodes detect a busy medium #fietransmission of
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the first short preamble sequence. Therefore, the delayedB B5-MAC proto-

col configurations with multiple backoff sequences is lottem the delay of the
single backoff configuration. The delay of the BPS-4SEQ3-¢opfiguration in-

creases more than the delay of the other protocols if the ruwfisource nodes
exceeds 80. This increase results from the skewness of tt@i@gd_3 distribu-

tion. The duration of the backoff sequences increases dine tuigher number of
competing nodes. Nonetheless, the delay is still acceptabimost applications
since 99 % of the packets arrive within 1.3 seconds. Notethi®a®5 % quantile
of the delay - which is not plotted - remains lower than oneadceven for the
100 source node scenario.

2.6 Summary

In this chapter, a closer look was taken on typical commuitinaaspects of
WSNSs. Several aspects were identified which are mainly resple for the en-
ergy consumption and the performance limitation. Furtttsencommunication
strategies were introduced which mitigate the impact ohespect on the net-
work performance. Additionally, different classificataf MAC protocols were
discussed. The protocols are then classified accordingetoubed medium ac-
cess mechanisms due to the fact that the medium access risohapresents
a characteristic which does not depend on network paramedgy. the number
of nodes or the node density. The taxonomy of the MAC prow&followed
by a survey of state-of-the-art MAC protocols for WSNs. Heere the number
of MAC protocols for WSNs is almost countless [62]. Thus, finesented sur-
vey only represents a small selection of MAC protocols wkigh optimized for
WSNSs. The protocols were selected with respect to their nsedium access
procedures and energy saving strategies. Moreover, tleeyearesentative for
a large number of WSN MAC protocols since they provide thasbs many
medium access strategies.

Most MAC protocols neglect communication issues causedolydower
transceivers. For this reason, the impact of the turnardime and the CCA
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delay on the network performance were discussed. Thesesibmcome the lim-
iting performance factors in dense wireless networks wignédriven correlated
traffic patterns. We encountered the problem caused by ationground time
and a high CCA delay in a structural health monitoring projeavhich we at-
tached sensor nodes to a metal plate in order to measureréiss sf the plate.
The nodes were configured such that they transmit their deradees to a central
node for a short interval if the sensed values exceededairténteshold. There-
fore, they started to transmit almost synchronously if tlaepwas stressed due
to the fact that they were placed within a small area. Funtioee, we relied on
the CSMA capabilities of the transceiver. Thus, the node®alowed to access
the medium if the CCA pin was indicating a free medium. As aseguence of
the synchronous transmission approximately 15 % of the gtackere part of
a collision. Due to the fact that a high packet loss is unaed@e for real-time
monitoring applications, we started to develop the BPS-M#W@ocol which was
introduced in Section 2.5. The BPS-MAC protocol directlgasses the commu-
nication issues caused by low-power transceivers. It cagalsdy configured to
achieve an extraordinary high reliability for point-toipbcommunication with-
out the need of using acknowledgments. In addition, theopabtwill take more
advantage of next generation low-power transceivers coedpa CSMA-based
protocols since its performance improves with shorter CEkays.

72



3 Routing in Wireless Sensor
Networks

Sensor networks have high requirements on the routing gubtiue to the high
node density and the limited hardware resources. Scalab#presents an im-
portant issue in WSNs since the nodes have to solve the pnaifleouting table
explosion [19]. Beside the problem of scalability, routjprgptocols have to deal
with a large number of other challenges which arise from theracteristics of
WSNSs.

First of all, links in WSNs are often unreliable [13, 14] andt stable as a
consequence of the low transmission power, the chip anesign, and the fact
that the nodes are often placed randomly distributed onritnengl [63]. Further-
more, link breaks may be caused by e.g. asynchronous staep,tinterference,
moving obstacles, energy exhaustion, node failure or ritpld4].

Thus, the topology of the network changes frequently whightesents a chal-
lenging problem for the routing protocol design since thesse nodes are also
very limited in their computational power and memory. Moreo the available
bandwidth of the low-power transceivers and the high nodesitie of WSNs
have to be taken into account when designing a routing pobtoc

The primary goal of routing protocols which are designed W8N is to
maintain energy efficient and reliable paths between diffenodes in the net-
work without generating a lot of overhead. Note that sustgi route from a
source to a destination may consume more bandwidth thaqusreel to support
the data traffic flow. In order to optimize the communicatitins important to
know the characteristics of the traffic in advance.
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Some protocols [65-67] can be configured to achieve goodimeaince in
different scenarios. However, the capability of the prote¢o adapt themselves
to different network characteristics often comes at theepdf increased com-
plexity. For this reason, the majority of the protocols igimized for a certain
network architecture and application with a characteriséffic pattern in order
to maximize the performance and the lifetime of the network.

As a consequence, the number of routing protocols is stiteiasing quickly
since many researchers and developers modify existinggoist or design new
protocols to meet the requirements of their network. In tioding, different
taxonomies are discussed to give a better overview of tiye laumber of pro-
tocols and their characteristic routing mechanisms. Magedhe strategies and
characteristics of routing protocols are introduced ini®ad.1 to allow a further
classification.

The protocols have to fulfill certain tasks, e.g. route dihiment, route main-
tenance, route repair, packet forwarding or disseminatfeouting information,
which are independent from the strategy that is followedhgyrbuting protocol.
These tasks are described in more detail in Section 3.2.

The topology which is generated by the protocols mainly ddpen the used
routing metric. Thus, a closer look is taken on differenttimy metrics and their
impact on the network performance in Section 3.3. Furtheema short survey
of a selection of popular routing protocols is given in Saet3.4. The protocols
were selected with respect to their characteristic routirghanisms in order to
highlight the different routing approaches.

Then, the Statistic-Based-Routing protocol is introduice8ection 3.5 which
outperforms a large number of popular routing protocoldevimaintaining sim-
plicity. We designed the protocol to meet the requiremehteve-power WSNSs.
Thus, the focus was laid on energy efficiency, low overheagh reliability and
simplicity. The key features of the protocol are its contins routing metric and
its flexibility. The protocol supports different routingategies and can be opti-
mized for a wide range of applications. Finally, the chajgeroncluded with a
summary.
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3.1 Classification of Routing Protocols

Routing protocols have a large number of characteristics,tke routing tech-
nigue, the route establishment procedure, and the protgeshtion, which can
be used for detailed classification. Often routing prots@osk also classified ac-
cording to the generated network structure [68] since thevor& structure di-
rectly affects performance parameters, like scalabiliy averhead. The routing
protocols are then categorized into flat, hierarchical, lacdtion-based proto-
cols.

Another possibility is to classify the routing protocolstiviespect to the pro-
tocol operation. The protocol operation can be multi-gaaked, query-based,
negotiation-based, QoS-based, or coherent-based. Imémiegraph, the classifi-
cation according to the protocol operation is adopted fré&j ince it represents
a very clear way to classify the routing protocols.

Routing protocols which are designed for mesh and ad hocank$mare usu-
ally categorized according to the way they establish rointébe network [69].
This kind of classification is also very practicable for WSdting protocols.
There exist three different categories. The first one iedglroactive. Proactive
protocols try to establish and maintain routes before theynaeded. The second
category is represented by reactive protocols which fotlmevcontrary approach
where routes are only established or computed on demanda$thgroup con-
sists of hybrid protocols which combine the ideas of reactind proactive route
establishment. Fig. 3.1 gives an overview of the routingtexny which is used
in this monograph.

3.1.1 Route Establishment

Routing protocols can follow different strategies to eeatsnnectivity between
the nodes in the networks. The used strategy has a large tropabe perfor-
mance and the lifetime of the network. In the following, aselblook is taken on
the three different route establishment strategies. M@nmedheir performance
under various conditions is discussed.
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Figure 3.1:Taxonomy of Routing Protocols

Reactive
Reactive protocols [65, 70-72] try to establish a route betwtwo nodes in the
network if data has to be transmitted. Thus, they are ustadifirst choice for
low data-rate networks with a dynamic topology since theyndbgenerate any
routing overhead in the absence of traffic [73]. Nonetheléss strategy comes
with certain disadvantages, e.g. high delay due to the Fettd new route has
to be established before it is possible to start the datasitmesion. In addition,
reactive protocols should only be used in static or low meobétworks since they
are not able to detect link breaks as quickly as their preactunterparts [74].
The majority of reactive routing protocols, like the Ad hoa-Demand Dis-
tance Vector (AODV) [65] protocol, use timeouts in order &tett broken links.
Furthermore, most of them support a local repair feature itomize the rout-
ing overhead in case of link breaks. Note that the routingteead of reactive
protocols may become higher than the routing overhead @fgbike protocols if
they have to frequently re-establish routes as a consequefrode failures or
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link breaks [73]. The protocols assume a link to be brokeroitdata has been
received from a neighbor along the route for a certain domatData-traffic in
WSNs is usually event-driven and highly correlated. Thhs, medium access
delay can become very high in the case that a large numbedefrtoy to access
the medium at the same time. There exist a large number tégiea on different
layers to mitigate the impact of synchronous medium accEs/p, 76]. In the
case that the delay becomes higher than the timeout inteezadtive protocols
will try to repair the existing route or establish a new onesithey assume the
route to be broken. For this reason, the protocols have tobfgured carefully
to minimize the number of false positives. However, a lamgeout interval de-
creases the capability of the protocols to detect linksksr@ehich might lead to
a very low performance.

The traffic pattern has a large impact on the performanceatbpols which
follow a reactive strategy. Routes are usually removed frioenrouting table of
the nodes after a certain time interval in order to minimiEernemory consump-
tion. The protocols will establish a new route for every gdkthe packet inter-
arrival time is longer than the route timeout. Most of thetpools use flooding
mechanisms to establish the routes. Thus, the routing esdrimay become even
a multiple of the data traffic.

Proactive

Proactive routing protocols [4,67, 77, 78] are most comnmoad hoc and mesh
networks since these networks have higher demands on thg dempared to
WSNSs. The advantage of proactive route establishment isatlmaver delay can
be achieved due to the fact that all routes are establistesdvemce. Nonetheless,
this kind of protocols should only be applied if there are nostraints regarding
the energy efficiency and the available bandwidth since pegiodically trans-
mit routing information [8]. It is clear that the energy cangption depends on
the duration of the transmission interval. Shorter intlnmacrease the routing
overhead and the energy consumption.

Another advantage of proactive protocols is that they ate &bquickly de-
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tect link breaks as a consequence of the frequent netwolkrgroHowever, the
consequence of frequent probing is high routing overheadhwmas to be taken
into account especially in large networks. Thus, scalghipresents a serious
issue for proactive routing protocols. For this reasonaptige routing protocols
are mainly used in hierarchical or cluster-based netwarksihimize the routing
overhead which is caused by the dissemination of routingrinétion. Never-
theless, proactive strategies can also be applied to seesaorks [79] if the
number of nodes which forward routing information is lindité&urthermore, the
broadcasting frequency can be reduced due to the fact thalsl&ve fewer re-
quirements regarding the delay and the detection of brakés.|IMoreover, the
protocols may provide an attractive alternative to reacgivotocols [80] if the
periodic transmission of routing information is conseitto short time intervals
during which communication is required.

Hybrid

Hybrid protocols [4, 81-85] combine different routing maoisms and tech-
niques. Therefore, they do not fit into a single category.hie following, the
term hybrid protocol is used for protocols which use botfctiga and proactive
mechanisms to maintain existing routes or to establish wetes. The majority
of hybrid protocols can be divided into two groups.

The first group does not transmit any routing information df noute is re-
quired. Only the source and the destination of an activeerpatiodically trans-
mit routing information in order to keep the existing routgsto-date. The ad-
vantage of this approach compared to reactive strategibatithe routing proto-
col is able to quickly detect link breaks in active routesadiition, the frequent
probing of the network allows the protocol to keep track dfestpaths between
the source and the destination which can be used immedibtietyprimary route
becomes unavailable. Thus, this kind of protocols achiel@vadelay without
generating a lot of overhead due to the fact that nodes stigribasting routing
information if they are not further part of an existing rautée initiating packet
has a higher delay than consecutive packets since it has boffexed until a
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route between the source and the sink is established.

The efficiency of hybrid protocols strongly depends on tladfitr pattern and
the configuration of the protocols. Routes in the network rhaye to be re-
established very often if the protocols use a too short rboteout. As a result,
the delay of the protocol increases since a large number a¥es have to be
stored in the waiting queues of the nodes until a new routgagadle. Hybrid
protocols which follow this strategy generate almost theesaverhead as proac-
tive protocols in the case that the route timeout intervaetso a too large value.
Therefore, nodes in the network keep on sending routingrimétion for a long
time even if the route is not further required [10]. WSNs aseally data-centric
which results in data aggregation along the route from thecss towards the
sink. For this reason, the sink frequently receives traffienf the nodes in the
network after a certain duration. Therefore, hybrid protegrovide a practical
solution to sensor networks in the case that the number afattich broadcast
routing information is limited [8].

The second group of hybrid protocols use proactive routieghmanisms for
short range communication and reactive routing technifurelong range com-
munication [85, 86]. Thus, they use periodic broadcast meisims to establish
and maintain routes to nodes which are reachable within twbree hops. The
protocols switch to a reactive mechanism similar to AODWhié destination is
further away. A similar approach is introduced in [87] whtfte authors propose
a routing protocol which adapts the link state exchangeugagy depending on
the distance to the destination. As a consequence, theeagik significantly
reduced since these kinds of protocols minimize the pegifidoding of routing
information.

3.1.2 Network Structure

The network structure represents one of the key charatiterisf WSNs since
it is mainly responsible for the efficiency of the network.U&ng protocols can
follow different strategies to build a stable and efficieopgdlogy. The most com-
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mon network structures are flat, hierarchical, and locabiased. Flat structured
networks represent the simplest solution and are oftenegpil small or middle-
size networks where each node covers the same functionseapdnsibilities.
Hierarchical protocols try to cluster the nodes in the nekwo order to mini-
mize the routing overhead. Thus, they require more powerddles which are
able to fulfill the function of cluster heads. Location-bég®otocols follow a
different approach to structure the network. Nodes thaptaeed within a cer-
tain area are grouped instead of using a unique addressdioneae. Therefore,
the networks scale with their size and not with the numberoafes. However,
all three approaches have advantages and disadvantagdsméike them only a
practical solution for specific applications. In the foliog paragraphs, the three
network structures are introduced and discussed in moed fteim the perspec-
tive of WSNs.

Flat

Sensor nodes are often randomly deployed on the ground oeas avhere the
signal propagation is very limited. Therefore, the connégtbetween the nodes
differs a lot and is also very hard to predict in advance. Muee, the major-

ity of applied sensor networks consist of less than 200 ndéesthis reason,
routing protocols which build a flat network structure [4,7D, 88-91] represent
the most applied type of protocols in WSNSs since they proeigeactical solu-

tion for small and medium-size networks without the need admplex network

structure algorithm. It is obvious that a flat network stemetdoes not provide
the best solution for large or dense wireless networks digeatability issues.
The inefficiency of the dissemination of routing informatif®2] can become a
serious problem in multi-hop sensor networks with a flat wekwstructure due
to the limited bandwidth of the low-power transceivers.

Hierarchical

Sensor networks take advantage from a hierarchical netstoskture as soon as
the number of nodes and the node density becomes high. Eligal networks
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provide an optimal structure for the efficient exchange aftirg information.
Furthermore, hierarchical protocols [28, 36, 64, 71, 98] lsighly scalable since
they can build a multiple-tier architecture to simplify thedressing of the nodes
by minimizing the routing table. In addition, data trafficisually aggregated
along the path from the sensing nodes to the data sink. Tdrere¢he nodes along
the route consume more energy as a consequence of the ftéquearding of
data packets. This problem is often compensated by nodbhdesi energy con-
straints. These nodes cover the function of cluster he&@jsaf@d play a central
role in hierarchical protocols since they have to estaldigth maintain the topol-
ogy in the network. Cluster heads are also often responf&ibkynchronization,
scheduling and medium access of the other nodes. Hieratetéoworks can be
easily optimized under different criteria due to the higifgenance of the clus-
ter heads. Nonetheless, the usage of more powerful nodesages the deploy-
ment costs of the networks. Moreover, the cluster headesept critical point
of failures since the failure of a cluster head will resulfange changes of the
underlying topology.

Location-based Routing

Scalability represents a serious issue in WSNs, as alréadys$ed in the intro-
duction of this chapter. The size of the routing table haset@dnsidered when
deploying a WSN. Hierarchical protocols minimize the rogttable by assign-
ing nodes to a cluster head. A similar approach is followeddogation-based
routing protocols [85, 94-97] which group nodes with resgedheir location.
This approach is very practical for applications, like agtiural monitoring, en-
vironment monitoring or boarder surveillance since thgg#ieations are mainly
interested in information which was gathered from a paldicarea. The disad-
vantage of this approach is that the nodes cannot be deplagddmly if they are
not able to specify their current location. For this reasocation-based routing
protocols [98] are typically used for outdoor applicatiavisere nodes may use
low-power GPS modules to measure their current positiomwéyer, the usage of
GPS modules increases the costs of the network. There exXistge number of
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other mechanisms to estimate the position of the nodes indtweork [99, 100],

e.g. the deployment of seed nodes which can be used as argihty [101] or

by using RSSI measurements [102]. Nonetheless, the positfiormation is not
always of practical use for the routing protocol as a conerge of the irregular
communication range of the nodes. Furthermore, there rigihb link between
two nodes which are close to each other since obstacles mal tite signal
propagation.

3.1.3 Protocol Operation

Routing protocols can be also categorized with respectéo firotocol oper-
ation [68]. This kind of categorization has the advantagéeifhg more appli-
cation oriented compared to the two previously discussgdntamies. In the
following, the protocols are distinguished in negotiatlmsed and query-based
protocols. Moreover, the protocols are grouped whether differ multi-path or
QoS support and depending on the used data processinggeehhfowever, the
protocol-based classification is not as strict as the ottassifications. Thus, a
routing protocol may fit into more than one category.

Negotiation-based Routing

Negotiation-based routing protocols directly addressptablem of duplicate
data transmission by using high-level data descriptore.disemination of du-
plicate data represents a serious issue for WSNs sincer#édses the energy
consumption. In the worst case, nodes may even retransentiuplicate data
which will lead to data implosion and overlap. A large numbgprotocols were
introduced in the late 90’s which are using negotiationeba®uting techniques.
The most popular family of negotiation-based protocolseisresented by the
SPIN [103] family. The main idea of these protocols is to exue certain ne-
gotiation messages in order to verify the following datasraission. Thus, they
prevent the transmission of redundant data which increthgetifetime of the
network.
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Multi-Path

Multi-path routing protocols are often used to increase fthét tolerance of
wireless networks with unreliable data links [104]. The m@nhance of multi-
ple routes increases the energy consumption and the trafirergtion. However,
in some cases multi-path routing can be almost as energyeeffias single-
path routing if the data links are very lossy. Routing prots®ften optimize the
routes between nodes in the network such that most of tHectimfouted along
a certain path in the network. Thus, the energy consumptidheonodes along
the path is very high which reduces the lifetime of the nekwbtulti-path rout-
ing protocols are able to mitigate this problem by occadlgnesing a set of near
optimal paths [105] to distribute the traffic load in the netiw Moreover, it is ob-
vious that multi-path routing decreases the delay in thevoiét since nodes may
immediately switch to backup routes if a route breaks or bemocongested [97].
Another advantage of multi-path routing is representedbyenergy-efficient re-
covery from network failures which is often neglected. Tésilience to network
failures, e.g. link breaks or node failures, can be furthgoroved if the routes
are partially disjoint [106].

Query-based Routing

A WSN can be regarded as a large distributed data base in whithnode holds
a small part of the overall information. This point of viewshad to a new group
of routing protocols which are based on queries [72,89,®1], TThese protocols
try to optimize the communication in the network by using rige to request
information from a node. The queries are typically desdilrehigh-level lan-

guages in order to allow more complex requests. Thus, theimize the routing

overhead due to the fact that even complex queries can berped or described
by a single message. The query-based routing mechanismsaamgy used in a
reactive manner such that a node only sends data if it haiveeldbe correspond-
ing request.
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Quality of Service Support

Quality of Service (QoS) support in WSNs was neglected famg ltime since
it was assumed that applications for WSNs are very delay anti folerant.

However, due to advantages in technology a large numberpifcations, e.g.

multimedia, surveillance, industrial process contraljstural health monitoring
or health care, becomes interesting under economical &sfi€®8, 109]. Never-
theless, QoS support is very hard to achieve in WSNs as a qoasee of the
low data rate and the hardware limitations compared to madhad hoc net-
works. In [110] the authors introduced the most importanS@sues from the
perspective of WSNs. Moreover, they showed that the mgjofithe problems
are NP-complete and can thus only be approximated in ne-fror this reason,
only a small number of routing protocols for WSNs [96, 97] toysupport QoS
functionality.

Coherent-based Routing

The transceiver is usually the most energy-consuming fag sensor node.
Therefore, routing protocols which are designed for wselaetworks try to
aggregate and preprocess data in order to minimize the idatsntission. Two
different strategies [111] can be followed by the protocdlse first strategy is
represented by a non-coherent approach where nodes perfiamsive prepro-

cessing of the raw data before forwarding the data to the agtegator. More-
over, the nodes collect data over longer periods to aggegatmuch information
as possible. This effectively reduces the protocol oveathtthe sensed values
are frequently collected. The second strategy is based amerent approach.
Nodes that follow a coherent strategy only perform minimuecpssing of the
data, e.g. timestamps and duplicate suppression. Funtbeegsing of the data
is done by major aggregators which usually have a higher atatipnal power,

more memory space, and are less energy constraint. Botegs require an
optimized topology such that they can take advantage fraprpcessing and
data aggregation.
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3.2 Routing Tasks

Routing protocols have to perform various tasks which adependent of the
route establishment procedure, the network structuretengrbtocol operation.
The following four tasks are mandatory for every routingtpool in order to
establish routing functionality.

The first task is represented by the forwarding of data pacReéte forward-
ing of data can be either based on local information, globdrimation or on
information which is stored in the packet. Thus, a routingtpcol has to pro-
vide packet evaluation mechanisms which build the secoskl fEhe received
information is then used to update the local routing tabl¢her next hop list.
Maintaining a valid topology by evaluating incoming rowgtimformation is the
third task which has to be performed by every routing protdedhe case that a
node has no information how to reach a certain destinatidrad to query other
nodes which is typically done by broadcasting a requestaém#iwork. The dis-
semination of routing information - the fourth task - is veamergy consuming
due to the high node density in WSNs. Thus, a large numberaigsfies [76,92]
were developed to increase the efficiency of disseminatjonding intelligent
forwarding of routing messages.

3.2.1 Forwarding

The forwarding of data packets is a mandatory task in malg-tvireless net-
works. The applied forwarding strategies may distinguisheshding on the re-
quirements of the network. Due to the large number of diffeferwarding tech-
nigues, only a short overview of the most popular ones isrgivevery practi-
cal strategy is to divide the network into active and paseiges as introduced
in [10]. Passive nodes do neither forward routing messagesiata packets.
Thus, the active nodes build the backbone of the networkisvé\nodes are usu-
ally less constraint in terms of energy, memory, and contjmurtal power.

The forwarding itself can be either based on local infororatir on informa-
tion which is stored in the packet [66]. Local informatiomues with a slight
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advantage in mobile networks where frequent topology caarmgcur as a con-
sequence of the link breaks. Information about the stateadl llinks is in gen-

eral more up-to-date than the information of distant ones.this reason, local
decision-based forwarding usually represents the betigice. However, it pre-
vents the originating node from choosing a desired route,the avoidance of
certain nodes or a particular area.

3.2.2 Processing

Processing describes how incoming routing messages dwat®a by a proto-
col. Note that the way a routing protocol evaluates inconiirigrmation has a
large impact on its performance. First of all, routing poutis can be divided
into two groups. The first group is represented by protocdievonly evaluate
routing messages which are directly addressed for thesmwneling node. This
kind of protocols are mainly used in duty-cycled WSNs sinoeas sleep most of
the time and will thus unlikely receive routing messagescilire dedicated for
other nodes. In addition, these nodes are usually verydihiit terms of energy
and computational power. Therefore, the network will notbke to take signif-
icant advantage from overheard traffic. Nonetheless,ngettie MAC protocol
to promiscuous mode becomes an interesting choice as sdbe asdes have
sufficient energy resources and computational power. Tthassecond group is
represented by protocols which take advantage from ovetheaffic [9]. The
evaluation of packets which are not dedicated for this not®y be used to up-
date the information in the routing table. Due to the fact thefic in WSNs is
typically aggregated on its way towards the sink, it is a gioleé to use this traf-
fic to quickly build up routing information. One of the firstqtocols which takes
advantage from overheard traffic is represented by the Dim&ource Routing
(DSR) protocol [66, 70]. During the development of the siatidn which was
used to compare reactive and proactive protocols [8], wadaut that even the
performance of proactive protocols, like the Open Link &t@buting (OLSR)
protocol [67], can be improved by taking advantage from lgard traffic.
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3.2.3 Topology

Establishing a valid topology becomes a very challengisl itasensor networks
due to the fact that the links are highly unreliable [13—-%¢.a consequence of
the frequent link breaks caused by node failures, intemfazeor mobility, the
protocols have to provide mechanisms to quickly detectthesology changes.
Otherwise, the end-to-end connectivity cannot be assispecglly in the case
that the destination is several hops away from the sourcst ptotocols use fre-
quent probing [67] to minimize the time to detect topologwmes. However,
the frequent transmission of routing messages increasas/édrhead of the pro-
tocol which might even lead to congestion. Thus, the routimgssage interval
has to be chosen with respect to the estimated link duraitios {112] and the
available bandwidth.

3.2.4 Dissemination of Routing Information

The dissemination of routing information represents thestnuoitical task for
routing protocols since it directly affects the performamd the protocol in re-
spect to reliability and routing overhead. In case of anlidesemination [76],
all nodes in the network exchange data along shortest-patks. Furthermore,
the nodes receive each piece of distinct data only once., Thesiodes do not
waste energy in terms of unnecessary retransmission argti@c of packets.
Different kinds of strategies [92] can be applied to diss®te the information
depending on the network structure, the node density, ttveonle size, and the
link reliability. In the following, several popular strafies are described in more
detail.

Flooding

Many routing protocols for WSNs still use ordinary flooding informa-
tion due to simplicity reasons. Dissemination stratedike, Multi-point Relay
(MPR) [113] and network coding [114], are too complex to kegfrently com-
puted on sensor hardware. Note that these algorithms sdaaléhe node density
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which is often very high in WSNs in order to compensate noderts and unre-
liably links. Nonetheless, flooding represents the workitEm as a consequence
of the large amount of generated overhead. Moreover, siflgading often leads
to temporary contention in WSNSs even if the duplicate traission of informa-
tion is prevented. The bandwidth of low-power transceiveakes flooding only
applicable in small or middle size sensor networks with weradrgy constraints.
The high number of retransmissions assures that all nodas imetwork receive
the corresponding information.

Gossiping

Another way to disseminate routing information is représenby gossiping

[75, 115] which is a probabilistic-based disseminationesch. The difference
between gossiping and flooding is that nodes retransmiinguessages only
with a certain probability. Haas et al. [115] have shown thaktransmission

probability of 60 to 80 percent is sufficient in most netwotsuccessfully dis-

seminate routing information among all nodes. Thus, gossis more efficient

than ordinary flooding since it requires fewer retransroissi Nevertheless, gos-
siping should be only considered as dissemination strafetine node density

is very high or if the topology is known in advance. Otherwithere is a high

probability that some nodes in the network may not receivating messages.

MPR-based Approach

A very efficient approach to disseminate routing informatie used by OLSR
[113]. The protocol uses a MPR-based approach to specifptivarding nodes.
A MPR node is a node which is selected by one of its one hop hergh(MPR

selector) to forward all received broadcast messages f@meighbor. The ba-
sic idea of the MPR-based approach is to select/calculatmianm subset of
one hop neighbors such that all two hop neighbors receivatangbmessage if it
is forwarded by the minimum subset of one hop neighbor noleamparison

of the pure flooding and the MPR-based approach is shown irBR2gThe figure

indicates that the approach is much more efficient than pooglithg. However,
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(a) Pure Flooding - 24 Retransmissions (b) MPR - 12 Retransmissions

Figure 3.2:Example - Flooding vs. MPR-based Forwarding

the MPR-based approach comes with some drawbacks. First ibfreaquires
precise knowledge of the one and two hop neighborhood. Tihusquires the
frequent exchange of short range routing messages, elg.rhetsages. More-
over, links in WSNs are usually less stable and reliable timds in mesh or ad
hoc networks [13] due to the low transmission power and thvglain of the chip
antennas. Therefore, a certain number of redundant trasgms are required to
assure that all nodes in the network receive the correspgmdessage. A MPR-
based approach is not able to fulfill the task of informatiesemination in the
case of lossy and unstable links.

Other

There exists a large number of other dissemination schemssds the ones
which were discussed in the three previous paragraphs. ddkem are based
on the knowledge of the one hop neighborhood. A very simphese is rep-
resented by flooding with self-pruning [116]. In this schemedes periodically
transmit hello messages which contain a list of all neightimdes. Neighbors
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which receive the hello message only forward it if they readtiitional nodes.

Dominant pruning represents another popular neighbowledge based
strategy. It uses the greedy set cover algorithm which sgpits an heuristic of
the MPR set calculation. Nodes periodically transmit nogitmessages which
contain a list of their neighbors and another list (subsetfjeighbors which are
selected to forward the message. The forwarding nodes aseplaccording to
the greedy set cover algorithm. The algorithm recursivélyses one hop neigh-
bors which cover the most two hop neighbors.

Location-based dissemination schemes are also a veryqadastlution if po-
sition information is available. Ni et al. [75] introduced approach where for-
warding nodes are selected depending on the additionatagwearea. A thresh-
old is used to minimize the number of retransmissions. Hewehe approach
tends to use high distance links which are usually lesshielifl4]. Thus, ac-
knowledgment mechanisms should be applied if this schemseid.

3.3 Routing Metrics

Routing protocols try to establish and maintain optimizedhp between the
nodes in the network. The routes are optimized accordingetased routing met-
ric. The number of applied routing metrics is almost end[@43] since metrics
are also often combined in order to meet the requirementseftain application.

3.3.1 Classification of Routing Metrics

In the beginning of digital communication routes were ojtied with respect to
the number of hops. The hop count metric is still popular iwaays networks
due to its simplicity and due to the fact that it is supportgdhe Internet Protocol
(IP). However, links between nodes in the network usual§yijuish in band-
width, delay, reliability or other characteristics of irgst. Most of these metrics
cannot be described by discrete values. Thus, state-edrth@uting protocols
mainly use continuous metrics to optimize the routes in tewvark. Further-
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more, the majority of routing protocols which are designaddireless networks
combine several metrics in order to find a trade-off betweatardnt character-
istics.

Discrete

As mentioned in the previous paragraph, discrete routingioseare used to de-
scribe countable characteristics, e.g. hop count or nurabaeighbors. Thus,
they are very limited in reflecting the quality of a link. Fdvig reason, many
routes in the network may have the same costs, especiallgrisednetworks,
even if the routes distinguish significantly in their perfance. This can lead to
a low network performance or congestion on a certain pattedime metric does
not take delay, reliability or available bandwidth into aont. Moreover, con-
tinuous metrics like remaining energy can only be roughlscdbed by discrete
metrics. For this reason, discrete metrics are only appfieinall WSNs where
nodes are very limited in computational power. Note thaheveimple hop count
based metric may achieve a better performance than conipleguality metrics
in wireless networks as shown in [118].

Continuous

Continuous routing metrics are very common in wireless mesworks due
to the fact that they are less restricted in hardware andvidttd limitations.
Therefore, mesh nodes are able consider more complex sdikkecthe expected
number of retransmissions or the interference along ainexate. Continuous
routing metrics are also discrete from a mathematical poiniew due to the
bit-based number representation. They are mainly usedsiride uncountable
characteristics, like interference or delay. In additioontinuous metrics can be
based on calculations which use discrete values as ingutttee exponential
weighted moving average of the node degree [9].

The latest generation of wireless sensor nodes offers énooignputational
power to allow more complex calculations which make corgirgirouting met-
rics a practical solution for them as well. The four most gapaontinuous rout-
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ing metrics for WSNs are energy consumption, remainingebatiower, reliabil-
ity and delay. Moreover, cross-layer approaches which tladeSignal-to-Noise
Ratio (SNR) and other link quality metrics into account lraeovery popular
nowadays. The increased popularity results from the fattttte link layer func-
tionality which is provided by low-power transceivers hagproved a lot during
the last few years.

Combined

Sensor networks are usually designed for a particular eguin which has spe-
cific requirements on the routing protocol. In addition,itgb WSN applications
require an optimization in respect to different charastas. For this reason,
mathematically combined metrics are used to achieve thigedeehavior of
the routing protocol. The metrics are also often weightdteintly to create
the desired characteristic. Another possibility is to dyvgald or multiply differ-
ent metrics. However, the mathematical combination okdéft metrics should
be only considered if all side-effects of the metric comboraare fully under-
stood [117]. Otherwise, there is a big chance that the ashedul routes are far
below the desired optimum [119].

3.3.2 Discussion of Different Routing Metrics

The classification in the previous subsection describedliffierences between
the routing metrics in terms of route differentiation andimization potential.
The focus of this subsection lies on the characteristic ppgr metrics and the
way they affect the topology in a network. Moreover, teclei)are introduced
which can be used to deal with the problem of fast changingiosdah order to
establish stable routes.

Delay

Delay represents a fast changing metric which is often coetbiwith discrete
metrics like hop count to allow further route differentati The advantage of
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delay-based metrics is that they can be used to balance d@deelenly in the
network [120] due to the fact that links with low utilizatiéorward routing mes-
sages faster than links with higher utilization. As a restlle load is shifted
from links with high traffic load to links with low traffic loadAnother advantage
of delay-based metrics is that they can be applied withooegging additional
routing overhead since no additional header field is reduire

However, due to the fast changing characteristic of theimeddditional fil-
tering mechanisms, e.g. sliding window or weighted movingrage, have to be
applied [121]. Otherwise, short-term variations wouldutes1 an oscillation of
the routes. The size of the sliding window should be dynaltyichosen depend-
ing on the current transmission rate to produce meaning8ults.

The problem of filtering mechanisms is that they have to bastéfl to meet
the requirements of the network in terms of link change dete@nd stability
of established routes [117]. Delay-based metrics shouttti§pa threshold to
minimize too frequent route changes which might have a negaffect on the
throughput of flow oriented transport protocols like TCPisTiegative impact on
the TCP throughput was already recognized in the early stafyhe Advanced
Research Projects Agency Network (ARPANET) [122].

Reliability

Many routing metrics for WSNs are based on reliability sihigh reliable links
minimize the number of retransmissions which results is Esergy consump-
tion. The reliability of a link usually remains on a certaagvél without much
variation. However, short temporary changes in the rditgitiian be caused by
interference of other wireless technologies which use #meesfrequency spec-
trum. These changes in reliability occur only sporadicalty over a short time
interval. Thus, they can be compensated by the filtering ar@sms described
in the previous paragraph. The major problem is caused sjgpent link breaks
as a result from mobility or node failure. For this reasorg #pplied filtering
mechanisms have to be configured such that short term chargieesmpensated
while still maintaining a short reaction time to detect jiEent link breaks.

93



3 Routing in Wireless Sensor Networks

A routing metric which is widely spread in WSNSs is represdrtg the Ex-
pected Transmission Count (ETX) [123]. The metric refleleesdstimated num-
ber of transmissions which are required to assure the ssfctesception of a
packet transmission over a link. It mainly follows the trexidink reliability and
is thus greatly affected by short term variations. Theefdris strongly recom-
mended to take the variance of the ETX metric [124] into aotdnstead of
focusing on the average packet loss ratio.

Energy Consumption

The most complex routing metrics are those which take theggreonsumption
into account. Energy consumption can be optimized in maffgrdint ways. It
is possible to optimize the energy consumption for a singlgena route or the
whole network. Thus, the metric also has to consider pagsieegy consump-
tion effects caused by the characteristics of the undegIWIRAC protocol, like
scheduling and overhearing. Overhearing has to be takévushr since it in-
creases the energy consumption and results in a waste ofifithdespecially in
high density wireless networks [25]. In the following it issumed that a CSMA-
based MAC protocol is used due to the fact that they providasistfor most
MAC protocols. There exist different optimization goalsiefhcan be targeted
by energy aware routing metrics.

The majority of the metrics tries to prolong the time unti fiirst node in the
network runs out of energy [90, 120]. However, this kind oftrizeis not very
practical for two reasons. First of all, the number of nodea WSN is typically
chosen such that there are sufficient redundant nodes toermate single node
failures. Moreover, the nodes around a source or a sink Withgs be the first
nodes which run out of energy since they receive and forwarckrraffic than
other nodes in the network. Energy aware routing metricemlgeable to slightly
mitigate the impact of the energy hole problem [125, 126tttkermore, this kind
of optimization does not necessarily minimize the ovena#irgy consumption.

Another energy aware strategy is to distribute the trafacllevenly in the net-
work by assigning the link costs with respect to the remajriiattery power of
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the corresponding node [120]. This approach is similar éopifevious one since
the nodes with the lowest remaining energy will be avoidethieyrouting proto-
col. Nonetheless, this kind of strategy only performs wiehé routing protocol
also considers the energy consumption of the nodes whichitiria the interfer-
ence range of a link. Otherwise, a node which has only a smadlat of energy
left will quickly run out of energy in the case that it is suraled by nodes with
high battery power. Note that the energy consumption ofibide will remain
high since the surrounding nodes will be selected as foiiwgnadodes. Consider
a sensor network where nodes use LPL [45] to access the melfithis case,
the low-energy node will wake up frequently due to ongoirgngmissions in
its one hop neighborhood. The dissemination of the energgwuaption does
not necessarily result in the minimization of the overaltigyy consumption [90]
due to the fact that longer routes are taken into accounthwigiquire more re-
transmissions.

Other metrics try to maximize the time until the network gestitioned. This
type of metrics require global knowledge of the network inrte of remaining
battery power, location of the nodes, interference ramgasmission range, char-
acteristics of the underlying mac protocol and the likebfftc pattern. It easily
becomes obvious that such a metric can only be approximated & is far too
complex to be calculated by low-power sensor nodes [127].

Hop Count

The hop count metric represents the simplest of all routiegries. It is applied
by large number of popular routing protocols [65-67, 77] ooly due to sim-
plicity reasons. Surprisingly the simple hop count metrizynoutperform com-
plex link quality metrics in a large number of scenarios siitds not affected
by minor link quality changes. Thus, the metric generate®egeratable topology
which may improve the throughput of flow oriented transpootgcols. However,
the performance strongly depends on the topology, the iyidgMMAC proto-
col, the traffic patterns and the mechanisms provided by dbéng protocol.
In [15] it was shown that Destination-Sequenced Distaneetdf (DSDV) [77]
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routing takes a large benefit from ETX metrics while Dynamiz@e Routing
(DSR) [66] is only slightly improved. Their results are bdsa scenarios where
nodes transmit small datagrams over a short period of tirneebheless, ETX-
based metrics perform better [118] as soon as the duratitvedfaffic flows in-
creases. Moreover, hop count based metrics tend to useistagck links which
are often less reliable [14]. In addition, these metrics dbaonsider delay and
packet loss. As a result, hop count based metrics will trptde traffic through
a bottleneck if it represents the shortest path to the degtim

Node Speed

Node speed is one of the less investigated routing metriestaldhe fact that
nodes are in general not able to measure their speed. Howkeelink dura-
tion time is mainly affected by the speed of the nodes in theork [112]. The
link duration time specifies the duration from the point méiwhen the link was
established until it breaks as a consequence of the nodemeoneA routing pro-
tocol which is designed for mobile networks should consitier current speed
of a node since it is usually correlated with the number obtogy changes. The
performance of mobile wireless networks can be improved ibfislow moving
nodes build a backbone for fast moving nodes since they deetalestablish a
more stable topology. In [9] it was shown that it is possiblegduce the end-to-
end packet loss of AODV by approximately 15 percent if thevnding nodes
are chosen in respect to their absolute speed. Furthertheregsults pointed out
that even a simple estimation of the relative node speedléstatsignificantly
improve the reliability in the network. A detailed descigpt of this approach
is given in Section 3.5 since it is part of the extended fuorality of the SBR
protocol.

3.4 Survey on Routing Protocols

In this section a short survey of five popular routing protseehich follow com-
pletely different strategies is given. The protocols wezleated such that they
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cover almost the whole spectrum of the presented routingnaxy. The basic
mechanisms of the protocols are adopted or used in a sligfabjified version

by a large number of routing protocols for wireless mesh,@ddnd sensor net-
works. Some of the presented protocols were originallygiesi for wireless

mesh and ad hoc networks. However, it was shown in [128] tfestet protocols
outperform their sensor-specific counterparts in typic&N\scenarios.

3.4.1 Ad hoc On-Demand Distance Vector

AODV [65] is a reactive routing protocol which means thatrityotries to estab-
lish end-to-end routes on demand. Such behavior is verylisefietworks with
a very low traffic load to keep the routing overhead on a lovelleVhe disad-
vantage of this strategy is that routes have to be establisefore data can be
transmitted. Therefore, reactive routing protocols hakigher end-to-end delay
than proactive protocols which maintain end-to-end roates in the absence of
data traffic. Nevertheless, the maintaining of fresh rotgsslts in a large amount
of routing overhead. To keep things short only the basic meisms and routing
messages of AODV are introduced in this thesis.

Route Requests

Route Request (RREQ) are sent out by nodes to establish & tmat destina-

tion. The requests are broadcasted in the network and occatanique sequence
number to allow differentiation. In addition, a hop countdies part of each re-

quest to prevent infinite retransmissions. Nodes thatve@erequest for the first
time or with a smaller hop count and do not have a valid routhéalestination

rebroadcast the request. The forwarding node updatesutsgotable before

broadcasting the request. The node from which the RREQ vezsvesl repre-

sents the next hop towards the originator of the requestcéiving node keeps
track of previously received requests to distinguish neguests from retrans-
missions. If a destination node recognizes its address @waeceived RREQ), it

answers the request with a Route Reply (RREP).
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Route Replies

RREPs are transmitted by the destination of the RREQ andly$oidow the re-
verse path of the RREQ back to the originator of the requés.RREP also has
a hop count field to prevent its infinite retransmission. imgediate nodes only
forward the reply if they have received the reply for the ftiste and know of
a valid route to the destination. Thus, the path of the RREfQthea RREP may
distinguish in case of unidirectional links or asymmetinkIspeeds as indicated
by Fig. 3.3. Furthermore, the reply is broadcasted if thedmmt in the received

Route Request Route Reply
QO source ——  Shortest Route
QO Destination — — - Alternative Route

@ Intermediate Node

Figure 3.3:AODV - Dissemination of Routing Messages

reply is smaller than the hop count of the shortest knowner¢aithe originator
of the reply. Recall that the data source is the originatothefRREQ and the
destination of the RREP whereas the data sink is the destinat the RREQ
and the originator of the RREP.
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Intermediate Route Replies

Intermediate nodes are also allowed to answer a RREQ dingitti an interme-

diate route reply if they have a valid route to the destimatiotermediate replies
help to minimize the routing overhead since the retransorissf RREQ is re-

duced in a significant way. The node places its distance irbeamf hops to the
destination in the hop count field of the intermediate rem@fobe it retransmits
the message.

Route Validity Time

The AODV protocol uses timers to specify the validity timerofites and links.
All replies contain a lifetime field to indicate to other nadeow long the route
should be considered valid. In addition, each valid routedraactive route time
out. If no data packet is transmitted via this route for theation of the active
route time out, the route is removed since the node assuraeththroute is not
further needed.

End-to-End Route Selection

The protocol uses the sequence number in routing messagéfetentiate the
freshness of the received information. The second valuerfdrto-end route se-
lection is represented by the number of hops. AODV discaatid RREPSs if the
number of hops is larger or equal than the current used rdties, AODV al-
ways uses the shortest end-to-end route for data transmidsi general, more
than one shortest path is available in a network. Theretbeechosen next hop
is the one through which the first shortest path RREP is redelvor this reason,
the topology can be slightly modified if the node delays thevémding of hello
messages [120].

3.4.2 Dynamic Source Routing

The DSR protocol [66, 70] adopts many mechanisms from AOLChé foute es-
tablishment procedure is very similar in the way that it URREQ and RREP
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messages. The difference to AODV is that a forwarding nogemags its address
to the routing message in order to provide the destinatidgh thie full knowl-
edge of the path between the source and the destinationditioex] the protocol
makes use of a large number of mechanisms to improve therpefce of the
protocol. Instead of using frequent transmission of ra@utitessages, nodes may
use passive acknowledgments [66,129] to detect link brddkss, nodes listen to
the medium after they have forwarded a routing message. ddhesrmay be able
to hear the transmission of the next hop. If a node does netthedorwarding
of the message within a certain period of time it assumeshiedink to the next
hop is broken. Another mechanism which is used by DSR to ingpits perfor-
mance is to piggyback small packets to RREQs. This mechamiagnincrease
the throughput in a significant way if the piggybacked pad&edn initial syn-
chronization packet opening a TCP connection [130]. Funtioee, DSR takes
advantage from using the promiscuous mode of the underMA@ protocol.
Thus, the protocol uses overheard routing messages toauffgainformation in
the routing table. Additional mechanisms have been addd#tktfinal version of
the protocol [66]. However, they are not addressed heresivey are out of the
scope of this monograph.

3.4.3 Open Link State Routing

OLSR [67] represents one of the most popular proactive liakesrouting pro-
tocols. It was originally designed to meet the requiremerfitirge and dense
mobile ad hoc networks with multiple sources and sinks. H@nehe protocol
can be configured and modified such that it also becomes amstitey solu-
tion for WSNs [86]. In the following, the focus lies on the asgersion of the
protocol.

The protocol uses two types of messages to disseminate utinganforma-
tion in the network. Hello messages are used by a node to rgehaforma-
tion about its one hop neighborhood with its neighbors. Thessages are not
forwarded since they are only designed to update and exehiaegl link in-
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formation. Note that the neighbors of a node are not nedgssaaie to directly
communicate with each other due to asymmetric transmisaioge [16]. Thus, a
node may use the information which is contained within aixeckehello message
to update its two hop neighborhood.

In addition, the protocol uses periodic topology controksages which con-
tain a list of nodes which have selected the originator ofrttessage as MPR
node. Topology control messages are only forwarded by MRR$ww/hich sig-
nificantly minimizes the routing overhead compared to adjrflooding espe-
cially in dense networks as discussed in Section 3.2.4.

The route to a destination is calculated by each node inaéig by using
the information which is received via the topology contraéssages. For this
reason, the protocol requires a large amount of memory aighabmputational
power in case of a large network size. As a consequence, abacpi can only be
applied to small or middle size WSNs due to the routing takjeasion problem.

OLSR uses validity and expiration timers for neighbor amgbtogy entries
which are used to calculate the routes. The timers have tadbpted in re-
spect to the mobility of the nodes and the net diameter. Ifdog time intervals
are used in a highly mobile network, the protocol is not ablddtect topology
changes quickly enough. Thus, the nodes disseminate gloesdated informa-
tion. Moreover, the dissemination of topology control naegs becomes ineffi-
cient if the MPR set is not calculated correctly due to owgdanformation. As a
result, the outdated information might even lead to a tailhpse of the network
since a different topology is assumed.

3.4.4 Directed Diffusion

Directed-Diffusion [72, 131] is a data-centric routing @digm which is adopted
by a large number of routing protocols [4,88,90]. A data siekiodically broad-
casts interest messages. These messages hold the desaips sensing task
which can be performed by the network. The interest messages/aluated and
forwarded by the nodes. Furthermore, the nodes set up gtadiethe direction
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from which the messages were received. The sensed datanisahed along
the gradients. As a result, it is possible to aggregate datdrderests along the
routes towards the sink. Due to the periodic broadcastinigtefest messages,
the protocol is able to discover new routes and link brealt&dxn the source
and the sink. The following two paragraphs describe the @radased Routing
(GBR) [90] protocol and the Minimum Cost Forwarding Algaiit (MCFA) [88]
in more detail which apply mechanisms similar to Directetfuion.

Gradient Based Routing

GBR [90] applies almost the same strategy as Directed DiffusThus, a data
sink broadcasts messages which are forwarded by the otdesné broadcast
message contains a hop count field to indicate the distartbe &ink. Each time
the message is forwarded by a node, the hop count field isasedeby one.
Therefore, a node simply uses the neighbor with the lowaghhas next hop if
a message has to be forwarded to the sink.

Moreover, the authors of the GBR protocol introduced thrifferént strate-
gies besides the standard version to optimize the choségstdthe first scheme
is called stochastic-scheme. Due to the fact that the GBR ws#s hop count
as routing metric there usually exists a large number ofe®uiith equal length.
For this reason, they propose to randomly choose one of thréesh paths to dis-
tribute the traffic load. The energy-based scheme represeatsecond scheme
which takes the remaining energy of a node into account.dfethergy level of
a node drops below 50 percent it increases its height in dodarinimize the
probability of being chosen as next hop by one of its neighimmtes. The third
scheme is stream-based. A node which is part of a data stedlsriig neighbors
- except the one from which it receives the stream - that iightdnas increased.
Thus, it becomes less attractive for the other nodes to fortteeir data.

Minimum Cost Forwarding Algorithm

The MCFA [88] sets up gradients similar to the GBR protocalrtkermore,
the sink broadcasts messages which contain a cost fielathsfea hop count
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field. The cost field can hold any information, e.g. hop coengrgy consump-
tion or delay. A variable cost field represents a more flexib&gtric compared
to the static hop count metric which is used by GBR. The ideth@fMCFA is
that messages are only processed and forwarded accordimg value which is
stored in the cost field. Therefore, it does not require anlyessing of the nodes.
Each node has only to maintain the minimum cost towards thieigiorder to
know through which neighbor it can reach the sink. A node oatyansmits a
broadcast message if the cost field in the message holds ewdich is lower
than the minimum cost value. Moreover, it increases theevaiuhe cost field
by its own costs before the message is forwarded. Thus, désnbave to set
their costs to infinity during the initialization of the nedvk. It is obvious that
this forwarding strategy will result in a massive broadsastm since a node will
frequently receive broadcast messages with a cost fieldwibitower than the
current minimum cost value. For this reason, a node delayfotiwarding of the
message by a time which is proportional to the optimal costiaiding the costs
of the node itself. This mechanism reduces the routing @aettin a significant
way and makes MCFA a practical solution to sensor networkargrhodes have
low computational power and a low amount of memory. The idedetayed for-
warding is adopted by several routing protocols [10, 120¢siit can be used to
modify the topology as shown in Subsection 3.5.5.

3.4.5 Low-Energy Adaptive Clustering Hierarchy

Flat routing protocols run into scalability problems [132he network size be-
comes too large. First of all, the routing table explosionits the number of
nodes which are supported by a protocol. In addition, theeaignation of routing
information becomes very expensive in terms of energy aopsion and routing
overhead. Low-Energy Adaptive Clustering Hierarchy (LEAC36] addresses
the problem of scalability by using a clustering mechani8ratatic cluster algo-
rithm will results in a short lifetime of the cluster head esdsince they have to
aggregate and forward traffic of the nodes which are withairtbluster. There-
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fore, the authors of LEACH propose a randomized rotatiorheflocal cluster
heads in order to disseminate the energy consumption gcumalbng the nodes
in the network. The protocol uses two phases to setup theonet®uring the
first phase a node which decides to become a cluster headngeshadvertise-
ment messages with its neighbors. The decision is perfoimadprobabilistic
way. Thus, nodes become a cluster head for one round with-dgfireed proba-
bility. This probability has to be chosen with respect tortbee density such that
the number of cluster heads is always close to the optimunin®the second
phase, the cluster heads assign a TDMA scheduling to thdesand setup the
network topology. As a consequence of the data aggregatiorte clustering,
the LEACH routing protocol is able to significantly increabe lifetime of the
network compared to the majority of flat routing protocols.

3.4.6 Multipath Multi-Speed Protocol

The Multipath Multi-Speed Protocol (MMSPEED) [97] routipgotocol is one
of the few routing protocols for WSNs which try to guaranteeSQwith respect
to reliability and delay. It is based on mechanisms providgdhe SPEED [96]
protocol which forwards data packets depending on thealigpeed of a link.
The virtual speed can be regarded as the physical speed ¢h paleket in the
direction to the destination. Therefore, the protocol meguknowledge of the
position of the nodes and the delay of the link towards the heg. The virtual
speed is calculated by the fraction of the change of thertdistéo the destination
and the link delay. An intermediate node only forwards a padkthe virtual
speed of a link to one of its neighbors is higher than the mimmnspeed which
is required by the packet. Otherwise, if the node does nowkanay link which
meets the requirements it drops the packet. Thus, the mlogp@arantees that
almost all packets which are received by the destinationt theeQoS require-
ments. However, dropping packets is not an option if a higal#ity is required
by an application. For this reason, the protocol sets upiptelpaths towards the
destination in order to improve the probability that onehef paths is fast enough
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to achieve the desired QoS in terms of delay and reliabilitye to the fact that
the reservation of bandwidth is not applicable in WSNs, tiiéqeol creates mul-
tiple speed and reliability layers to minimize the probiipithat high QoS links
get congested by low priority best effort traffic.

3.5 Statistic-Based Routing Protocol
'Simplicity is prerequisite for reliability. Edsger Digtra

The SBR protocol was originally designed to meet the requérgts of low-power
WSN:s. Its primary goals are energy efficiency, low overhéggh reliability and
simplicity. Mechanisms from reactive and proactive prote¢72,78,87,88] were
adopted to build a more flexible protocol while maintainimglicity and low
protocol overhead.

Edsger Dijkstra’s statement is correct in many ways. Oftemtime to find an
optimized configuration is correlated with the complexifyttee protocol. More-
over, many features in state-of-the art routing protocally slightly increase
their performance in rare scenarios. Thus, these feateegent unnecessary
complexity since no advantages are achieved in most of #escd herefore, the
major focus was laid on simplicity during the design phasthefSBR protocol.

The protocol generates reliable end-to-end routes withdelay in mobile
multi-hop wireless networks. It can be configured to opeliigza hybrid or a
proactive routing protocol depending on the capabilitied ¢he requirements
of the network. The protocol uses a continuous adaptiveimttrbalance the
traffic load evenly in the network. Due to the continuous giglepmetric, accept-
able performance is achieved even for non-optimized cordtgns. Almost any
metric can be applied by the protocol since it uses the metraalculate a for-
warding delay which allows the modification of the routeshe hetwork. The
advantage of the delay-based approach lies in the factttbalyi slightly affects
the topology. Moreover, the protocol is able to detect lingaks and unidirec-
tional links within a short period of time making it an atttize choice for indoor
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and mobile scenarios. The generated overhead mainly depentthe number of
data sinks [8]. Thus, it achieves a high performance in WSNsont generating
a large amount of overhead since the number of (mobile) sinlisually small.

3.5.1 Basic Functionality

This subsection introduces the basic mechanisms of the $8fRqol starting

with the two different types of routing messages. Furtheanthe route estab-
lishment process in proactive and in hybrid mode are digtlids addition, the
basic functionality of the routing table is explained byngsia small example
topology.

Routing Messages

SBR defines two types of routing messages which are passed tmterlying
MAC and physical layer. Due to the fact that the latest abéél@ensor nodes are
able to support the Internet Protocol [133, 134], we focuhi@following on the
implementation of the protocol on top of the IP stack. Hellesseges and short
hello messages are transmitted and received via UDP. Thagrotocol uses
IP addresses to differentiate the nodes in the network. Téssages are sent by
using the IP broadcast address. The dissemination of theages is limited by
using a Time-To-Live value of one which is set in the IP heaHewever, it is
also possible to use multicast addresses to further liraifldoding.

Route Establishment

The protocol can operate either in proactive or in hybrid endd the proactive
mode all nodes in the network periodically transmit hellossages which are
disseminated in the network. A node receiving a hello messages the neigh-
bor through which the message was received using a cuneilainction. The

cumulative function is discussed in detail in Subsectidh3.The node stores
the calculated value in its routing table. If a node wantgangmit a packet to
a destination in the network it sends the packet to the neighfith the highest
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routing entry. This neighbor is in the following referredas best neighbor. The
best neighbor forwarding mechanism was adopted from theeBApproach to
Mobile Ad hoc Networking (BATMAN) protocol [78].

The routing table entries can be interpreted as gradienisipg towards the
destination. A cumulative continuous metric is used toinijgtish routes with
equal hop length. Due to the cumulative metric more relidibles are preferred
over less reliable links. Packets are forwarded along therse route of the hello
messages. Therefore, the used links have to be bidirettitmeh makes an addi-
tional mechanism necessary to provide end-to-end comitgdfiunidirectional
links are present.

In hybrid mode no hello messages are generated in the abstdata traffic.
Thus, the amount of routing overhead in networks with lovadate and event
triggered communication is significantly reduced. In theecthat a node wants
to transmit data packets to another node for which it doekmaw a next hop it
starts to send out hello messages which cover the functioouté requests [65].
Intermediate nodes only forward the message if the messagmsidered to be
new and received via the best neighbor. These requestitgrhessages contain
the address of the destination. If a node recognizes its aldneas in a hello
message it starts to transmit hello messages by itself whjmesent the reply of
the destination. The originating node stops the transomissf requesting hello
messages if a hello message from the destination is receiveestination node
stops the transmission of hello messages in the case thastrbt receive any
data packet for a duration longer than active route timeduithvis set by default
to three times the hello message interval.

Routing Table

The routing table stores values which correspond to thedirdity or any other
metric depending on the used routing entry increase algoriffhe value of a
neighbor is increased each time a new hello message is e€cei® the neigh-
bor. If the entry is increased by one every time a new hellosags is received
then the stored value directly corresponds to the numbegagfived hello mes-
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sages. Table 3.1 represents a routing table example of noesuBing from the
connectivity graph shown in Fig. 3.4.

D E SINK

™~

A B C

Figure 3.4:Routing Table - Topology Example

Table 3.1:Routing Table Example

Node B Number of Received Hello Messages
Originator A C D E SINK
A 20 - - - -
C - 20 - - -
D 12 20 - 7 -
E - - - 18 -
SINK - 8 - 12 -

The columns represent the neighbors through which new hedfiesages are
received. An empty column is the result of the fact that theeris not a neighbor.
Multiple values in a row point out that there exist multiplatips between this
node and the originator of the hello message. Entries onidgodal from the
upper left to the lower right corner of the table indicatet tthee corresponding
node is a neighbor. The values in the table reflect the carrelipg link quality.
Thus, node B should forward routing messages to node E ifritsvia reach the
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sink since it receives more messages from the sink via nodents, the path
B-C-SINK tends to be slower and/or less reliable than B-ESI

Recapitulate the issue that a node which was the best neifrelong time
suddenly becomes unreachable. Due to the fact that itsngetitry would be
very high compared to the other neighbors, it would take g kime for the for-
mer second best neighbor to become the neighbor with thesigmtry. For this
reason, the entries in the routing table are decreasediatjgetime intervals to
prevent them from increasing to far. The time interval idhe following referred
to as Decrease Routing Value Interval (DRVI).

The mechanism reduces the time that the protocol requiretetect link
breaks, and thus increases the end-to-end reliability igraficant way in mobile
networks. The idea of using a cumulative routing metric imbmation with a
periodic decrease has not yet been applied by any othengpalijorithm. Other
protocols try to find a trade-off between a short detectiamopeand a unstable
routes by using a sliding window approach or a weighted npeaiverage algo-
rithm [78,135]. In the next paragraph, a closer look is tatetthe change of the
entries during a handover in order to give a better picturdeffunctionality of
the routing table.

3.5.2 Topology Changes

The behavior of the protocol during handover or topologynges is discussed
in this paragraph. In the following the term handover is usixte it is more
practical for explanation. However, there is no differebeéwveen handover and
topology changes from the perspective of the routing patas long as the
network remains connected after the change.

First, we explain the increase and decrease of the entribe irouting tables
when a mobile node X passes two fix nodes A and B. The functidnishaare
used to modify the routing values are called Increase Rgufaiue Function
(IRVF) and Decrease Routing Value Function (DRVF). To kdepds as simple
as possible a constant increase and decrease value of Gseised.
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Moreover, the DRVI is twice as long as the Hello Message VatleHMI).
Fig. 3.5 shows the trajectory of node X and the transmissioge of node A and
node B. Important points in time are marked by dashed limesddition, it is
assumed that no hello messages are lost due to interferadagode X moves
with constant speed.

Node X

1
t0 tstzm tIoss thandover

Figure 3.5:SBR - Handover Example

The behavior of the entries during the handover is showngn 6. Node X
enters the transmission range of node A at timeesulting in the increase of
the routing value in node A. At timé,.,,+ hode X can be reached by nodes A
and B. Therefore, the routing entry in node B increases,Noale X leaves the
communication range of node A at timgss. As a consequence, hello messages
which are transmitted by node X are only received by node BisTthe routing
value stored in node A decreases whereas the value in nodg¢hBifincreases.

No packets can be routed to node X betwegr, andtnqndover DeCause the
routing value of the corresponding entry is still higher mde A. The protocol
assumes that node A is the node in charge to reach node Xhmtibtue in node
B becomes higher. The time period which is needed by the pobto select the
correct node is referred to as downtime. No packets can befded to node X
during the downtime.

110



3.5 Statistic-Based Routing Protocol

A
Maximum
Routing ]
Value

Routing Value

Time
t0 tstart tIoss thandover
—

Downtime

Figure 3.6:SBR - Linear Routing Value Function

However, linear functions do not represent the best chogmaulse of their
limited capabilities to minimize the downtime [7]. Note thasing a higher gra-
dient for the IRVF results in a higher routing value which hade decreased
later on by the DRVF. The only possibility to shorten the dtme with linear
functions is to use a higher gradient for the DRVF. In additisMaximum Rout-
ing Value (MRV) can be applied to further minimize the dowmsi. Nevertheless,
the gradients and the MRV have to be selected in respect tethdMI and the
DRVI. Non-linear functions allow a significant reductiontb& downtime if they
take the current routing entry value into account. The athganof a non-linear
routing metric is introduced in Subsection 3.5.3.

3.5.3 Routing Metric

Different strategies can be followed to create a trade-effvieen short reaction
time and stable routes. Many popular protocols, like the BAN [78] protocol,
apply a strategy based on a sliding window to smooth the @wafithe routing
values which results in more stable routes. Thus, the sigieeasliding windows
has to be chosen with respect to the variation of the routietrimin order to
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generate the desired behavior. In addition, the routingeslcan be weighted
according to their freshness [135] which mitigates the iobpé short temporary
changes of the routing values.

The increase and decrease of the values stored in the radabilegoffer a way
to manipulate the time which is needed by the protocol to titisgif to topology
changes. Instead of using a constant increase and decedasét s also possible
to use functions to estimate the goodness of a path. Theniolipcharacteristics
are required to shorten the downtime. The gradient of theFIBRould be high
for low values and low for high values. The gradient of the IR8hould be high
for high values and low for low values. In addition, the cho$eVF has to be
asymptotic. Otherwise, a MRV has to be set to limit the rauéntry values. Eqgn.
3.1 and Egn. 3.2 are used to increase and decrease the rentiies.

4

mry D=t (3.1)

[n+1 = QIn +

Drny1 = -5 (3.2)

The DRVF is usually directly called after the IRVF due to tlaetfthat the
DRVI and the HMI are typically set to the same value by defattius, the value
of an entry asymptotically increases over time if no hellssage is lost or faster
received through a different neighbor. The used functi@wthe advantage that
new entries increase quickly while entries of links, whichdk or become unre-
liable, slowly fade out of the routing table. This behaviecteases the downtime
as shown in Fig. 3.7. By comparing Fig. 3.6 with Fig. 3.7, ittxes obvious that
the progressive function provides a better performance tita linear function.

The following assumptions are made for the example in o@give a better
impression of the characteristics of the functions. The Hivid the DRVI are
set to the same duration. The increase is directly followethb decrease. Hello
messages are independently lost and the distribution isechsuch that three
percent of the hello messages are discarded. Thus, theadedtenction is called
slightly more often than the increase function. A typicalelepment of the value
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Figure 3.7:SBR - Progressive Routing Value Function

within a routing entry is shown in Fig. 3.8. The decrease ef\vhlues are the
result of lost hello messages. Therefore, the decreas#duris called two times
after another which decreases the value of the routing €ty figure indicates
that the routing entry recovers quickly after a hello mesdags. Moreover, the
decrease functions assures that the routing entry valuartasymptotic behavior
if no hello message is lost. This behavior is essential tamiize the reaction time
of the protocol to detect link breaks since it prevents raugntry values from
increasing too high.

3.5.4 Extended Functionality

Extended functionality was added to the protocol to impriss@erformance in
large dense wireless networks where the probability tmdkslhave asymmetric
quality increases due to higher interference. Overheasepts another serious
issue in these networks since the available bandwidth hias ghared among a
large number of competitors. Therefore, a passive mode ddedato the proto-
col which is also discussed in this subsection.
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Figure 3.8:Snapshot of the Routing Value Function

Unidirectional Links

Short Hello Message (SHM)s are used by the protocol to detsdirectional
links. These messages are similar to ordinary hello messade major differ-
ence is represented by the TTL value which is set to two. Ai@equence, one
hop neighbors forward the message whereas two hop neigtiiscezd the mes-
sage because of the TTL value. The link to a neighbor is asstionke bidirec-
tional if the originating node recognizes that the neigHbowards its hello mes-
sages. Thus, SBR takes advantage from passive acknowlatigwmigich have to
be supported by the underlying MAC protocol.

The idea of passive acknowledgments was already introducgt?9] and
is still used by routing protocols like DSR [66]. The authofsthe BATMAN
protocol [78] plan to integrate an advanced passive aclkedgrhent mechanism
in the next version of their protocol. The idea of their matdhm is to count
the rebroadcasts of a nodes own broadcasts in order to agd¢hk echo quality.
The echo quality to a certain neighbor is given by the fractibthe number of its
own broadcasts and the number of rebroadcasts by the neighltbe case that
the neighbor periodically broadcasts messages, it is evssilgie to calculate the
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transmission quality. The transmission quality represémé probability that a
packet from the originator is successfully received by thiginbor.

This strategy can only be applied if all or at least the majasf the nodes in
the network are periodically broadcasting routing messageWWSNs, the num-
ber of data sinks is usually very small compared to the nurabsensor nodes.
Moreover, the broadcast frequency which can be used is nowedr Icompared
to high data-rate wireless networks. Thus, the advancesiesscknowledgment
mechanism is not practical for WSNSs since the broadcastiéeey is usually too
low to estimate the current link quality.

Therefore, the SBR protocol relies on the basic passiveaditigment ap-
proach to detect whether a link to a neighbor is unidireetian bidirectional. If
no routing message of a node is forwarded by one of its nergloba certain in-
terval, the link to this neighbor is marked as unidirectioii&e interval duration
has to be chosen with respect to the HMI and the Short Helloskiges Interval
(SHMI). Hello messages which are received via a unidireetionarked link are
discarded without further evaluation. The support of usictional links must be
turned off in the case that the MAC protocol does not supporkimg in promis-
cuous mode. The usage of SHMs is still recommended in mobtigorks since
it minimizes the time to detect link breaks. The idea of udmgjuent routing
message transmissions for short range topology changetidetevas inspired
by previous work from other researchers [86,87,136]. Thieas of [136] intro-
duced a mechanism which sends routing messages dependihg nades mo-
bility rate. Another interesting approach was presentd8ihwhere the authors
adapt the routing message frequency depending on the ciistiathe destination.

Passive Nodes

In dense large networks where nodes are very limited in tiaiabilities due to

energy limitation and low data rate of the wireless intezfamost of the nodes
can be set to passive mode to improve the performance. Baggies distinguish
from ordinary nodes as they do not contribute in the forwagaif routing mes-

sages. The consequence of this passive behavior is thanatties do not choose
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these nodes to forward any data traffic. However, even passides broadcast
hello messages in proactive mode to enable other nodesddlsem data pack-
ets. Passive nodes have to be selected such that the neswatik connected.
The active nodes build then a backbone which can be used byasdk in the net-
work. The idea of using passive nodes is inspired by prewau [29, 30, 115]
of other researchers. They have shown that it is not negettsatrall nodes in a
dense network participate in the dissemination of routirigrimation in order to
reach almost every node in a network.

3.5.5 Delay-based Approach

Routing protocols which use discrete routing metrics, Bumber of neighbors
or hop count, have the problem that the routing metric is metipe enough to
clearly identify a single best route towards the destimatichis fact may lead to
problems in dense networks where there exist a large nunflsrootest paths
between two nodes in the grid. Most protocols choose therfitge which is es-
tablished in order to distinguish between paths with eqasisc Another strategy
is to randomly choose one of the best routes to distributéréific load evenly
in the network [90]. However, in the case that the protoctéseon the first es-
tablished route, the topology can be slightly modified byagletl forwarding of
routing messages [9, 88, 120]. The forwarding delay can kd ts apply addi-
tional metrics to a routing protocol or to optimize the fordiag process [88].
The advantage of the approach is that it can be integratedt pnotocols with-
out the need of major changes. In the following paragraptuelay-based ap-
proach is introduced which delays the forwarding of routimgssages in respect
to the change of the neighborhood of a node.

Routing Message Forwarding Delay

The packet loss in wireless networks strongly depends onmibigility of the
network. The faster the speed of the nodes, the more fredjn&rireaks occur
in the network [137]. Therefore many metrics for mobile natks focus on the
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link duration. The link duration represents the duratiotheftime interval during
which two nodes are within transmission range of each ofrewvious research
concerned the link change rate [138] as routing metric witifers used the av-
erage link duration [139] as stability criteria. The authof [140] showed that
the high average of the link duration results from a smaditfoa of links which
have a high residual lifetime. Thus, they propose to selextibk with the max-
imum expected residual lifetime according to the gathetatistical data. If the
nodes are equipped with a GPS module, it is possible to grémiecnovement of
the nodes in the near future [141]. They show that the duratfdhe remaining
connectivity time between two nodes can be estimated if thiom parameters
of two neighbors, e.g. speed, direction, and radio propagaange, are known.
Furthermore, the clocks of the nodes have to be synchron@etiow a more
accurate estimation.

In general, sensor nodes are not equipped with a GPS modeltodbhe en-
ergy consumption of the module and the additional hardwastsc Moreover,
many WSNs are designed for indoor scenarios where GPSgrogifiormation
is not available. Therefore, we decided to develop a newaambr which neither
requires position information nor clock synchronization.

The idea is to take advantage from nodes with correlated meresince the
relative movement speed is responsible for link breaksg@ler than the absolute
speed. These nodes should be selected as next hop due tontireireliable
links as a consequence of their correlated movement. THagumois to detect
the correlated node movement if no position informationvilable.

Consider a scenario on a highway in one direction. Therelvéilsome fast
driving cars, some with average speed, and some slow maviokst On the one
hand, if there are more trucks on the road than other cargptling protocol
should prefer trucks to forward data since their movemestriingly correlated
resulting in a high link duration time and stable paths. Ga dther hand, fast
movement cars are also able to build a stable network if thpyesent the ma-
jority of cars on the highway due to their correlated movetnen

Thus, a metric is required which can be used to estimate tirerdurelative
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movement speed of a node. Each node is able to estimate &d byekeeping
track of the presence of its surrounding nodes. A changesimaighborhood
indicates that the node has moved away from the other nodasecof the other
nodes has moved away from it.

Now consider another highway scenario in which there arg tnkks and
one fast driving car. The neighborhood of the fast driving d@anges quickly
since trucks frequently enter and leave the coverage artree dést driving car.
The trucks only recognize a single change in their neightimithwhen the fast
car enters and leaves their transmission range.

The basic idea is to delay the forwarding of routing messaggending on
the change of the neighborhood. More changes in the neigbbdrresult in a
higher delay of the routing messages. Therefore, the mputintocol chooses
nodes with a lower relative node speed since these nodesardmouting infor-
mation more quickly. Itis obvious that a mobile node or atdusf mobile nodes
with correlated movement may have peaks in their neightomteiange if they
move through certain areas, e.g. crossing of a road or am&hégh node density.
Thus, a mechanism is required to reduce the variation of #teicrand make it
robust against short temporary changes. The exponentighteel moving aver-
age algorithm is used to minimize the impact of peaks. Thghtmirhood change
metric is calculated according to Eqgn. 3.3

e&r=a-€-1+(1—a) X, a=0.09. (3.3)

The chosen smoothing facter represented the best trade-off between reaction
time and peak suppression in the simulated scenafigsis the number of
changes in the neighborhood list during the last obsemvatiterval. Note that
the number of changes in the neighborhood list reflects tinebeu of detected
link changes in the one hop neighborhood of the node.

Neighborhood Change Detection
Changes in the neighborhood list are counted during eaolnedifon interval.
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The counter is increased by one each time a node is added listtberemoved
from it.

Neighborhood List

The neighborhood list consists of neighbor entries. Eatty stores information
about the neighbor, e.g. time of last contact. If a node vesea packet for an-
other node it checks whether the originator of the packet ibe list. In the case
that the node is not in the list a new entry is created andtedeOtherwise, the
existing corresponding entry is updated.

Neighbor Expiration Interval

The neighbor expiration interval has to be chosen care#itige its optimal du-
ration depends on the traffic pattern. Each node keeps trfait& surrounding

nodes by periodically transmitting hello messages. To mireé changes in the
neighborhood list if some nodes are temporarily unavaglathle neighbor expi-
ration interval is set by default to four times the duratidrtte hello message
interval.

Routing Message Forwarding Delay Calculation

The time a node delays the forwarding of a routing messagettsei following
referred to as forwarding delay. The delais calculated from the neighborhood
change metrie of the last observation interval according to Eqgn. 3.4

_BAh (¢
5= (1 ef+¢)' (3.4)

The quotient of the hello message intervsh and A represents the maximum

forwarding delay. Thus) covers the function of a delay limiter. The second fac-
tor of Egn. 3.4 is influenced hy, and is used to divide the maximum forwarding
delay into smaller steps. A smallgwvalue increases the delay for a smaller num-
ber of neighbor changes. A defaglvalue of ten is used since it results in a good
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accuracy of differentiation in a large spectrum of neigtioad list changes. The
additional delay has to be chosen according to the net danremhumber of

hops, the underlying medium access layer, and the trafficdbehe network. In

most scenarios, an additional delay of several millisesasdjuite sufficient to

modify the topology of the network. The impact on the enckha delay of data
traffic is minimized due to the fact that only routing messagee delayed.

Impact of the Delay-based Message Forwarding on AODV and SBR

The OPNET Modeler 14.5 is used to simulate the impact of theydeased ap-
proach on the end-to-end reliability and the selection ef fitrwarding nodes
of AODV and SBR with respect to their current relative speledtead of us-
ing the OPNET AODV model, the model is implemented as spetifiethe
RFC3561 [65]. The physical layer is replaced by a disc modethvlimits the
radio propagation range to 200 meters. Moreover, the sigfnahgth is calcu-
lated according to a free space model in order to minimize sitects caused
by asymmetric links. However, communication issues likeriierence are still
considered as long as the corresponding nodes are withiradhe propagation
range of each other. Furthermore, the transmission dagaigatet to 256 kb/s
which corresponds to the transmission rate of typical lowgr transceivers like
the CC2420. The nodes use CSMA as MAC protocol with a simpté-oéf al-
gorithm. At the beginning of each simulation 100 mobile rodee randomly
placed on a square of 1000 by 1000 meters.

All nodes move according to a random waypoint model [70] Wwhic de-
scribed in detail in Subsection 4.2.2. The pause time iscseeto seconds to
generate continuous movement. In addition, the minimurrerggked is set to
1 m/s which shortens the transient phase of the mobility mdde maximum
node speed is increased from 2 m/s to 20 m/s in steps of 2 mimtdate the
performance of the protocols under different node mobikels. In general,
only sinks are mobile in WSNs. However, we have chosen tlarsaio to eval-
uate the performance of the routing protocols since it issbiallenging for the
routing protocols due to the higher number of link breaksna&@es in the net-
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Table 3.2:A0ODV Configuration
Active Route Timeout 15s
Hello Message Interval| 0.8 s
Net Diameter 12
Net Traversal Time 14s
Node Traversal Time | 0.02 s

Table 3.3:SBR Configuration
Active Route Timeout 3.0s
Hello Message Interval 40s
Decrease Routing Interval | 4.0s
Short Hello Message Interval 4.0 s
Short Hello Message TTL 1
Hello Message Time-To-Livg 12

work select a random destination at the beginning of the Isitiam. These nodes
generate packets according to an exponential distributittha mean value of 2
seconds and a constant packet size of 1024 bits. The pazkesshe maximum

packet size of typical low-power transceivers like the CER24T he traffic model

is started after 300 seconds to minimize the impact of thesteat phase of the
random waypoint model.

The duration of the simulations is set to 1400 seconds.sHtatiare collected
after 400 seconds to allow the stabilization of the netwditke results are cal-
culated from 20 simulation runs with different seeds of tladfic and the mobil-
ity model. All error bars show the 99 percent confidence |efehe collected
statistics whereas histograms represent the average afm2@ation runs. The
configurations of the routing protocols are shown in TabRahd Table 3.3. In-
stead of using the default configuration of the AODV protoeed decided to
use an optimized configuration in order to allow a more megfnircomparison.
The default configuration of the AODV protocol uses an aatizée timeout of 3

121



3 Routing in Wireless Sensor Networks

seconds and a hello message interval of 1 seconds. Thesalst@re too long to
provide acceptable performance in mobile networks. Thesyse a shorter time-
out and a smaller hello message interval to minimize theodesf time which is
required by the protocol to detect topology changes. Howelie chosen con-
figurations leave enough room for performance improvemeiitise end-to-end
reliability of the protocols such that the impact of the geteased approach can
be investigated.

Three different delay metrics are used to simulate the izt the delayed
forwarding of routing messages has on the next hop seleatidron the reliabil-
ity. The first metric forwards the routing messages immetifa he second met-
ric calculates the forwarding delay according to the apgngaresented in this
section and is in the following referred to as Relative Spestimation (RSE)
metric. The forwarding delay of the third metric is choserhwiespect to the
current absolute node speed.

The end-to-end reliability of routing protocols is stropglorrelated to the
movement pattern of the nodes in the network. For this reasatoser look is
taken on the absolute speed of the nodes at the time theyribavaacket. Fig.
3.9(a) and Fig. 3.9(b) present the normalized histograrhe@fbsolute speed of
the nodes when forwarding a packet. Thus, a sample was walleach time a
node forwards a data packet. The results of both figures shaistow moving
nodes forward more traffic than faster nodes. This behagiondependent of
the protocol and the used metric. The shape of the distabutsults from the
node speed distribution which is caused by the random waypmobility model
[112]. A detailed description of the random waypoint mdgilinodel and its
characteristic node speed distribution is given in Sulizedt2.2.

The figures point out that the node speed distribution of tinevdirding nodes
can be modified by the delayed forwarding of the routing imfation. However,
a lower absolute node speed does not necessarily resulbitgar link duration
since nodes could still move in opposite directions. If astduof nodes move in
the same direction with similar the speed their absolutedpan be neglected
in contrast to their relative speed.
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Figure 3.9:Delay-based Approach - Forwarding Node Speed Distribution

The focus of this subsection lies on the reliability since ®st scenarios re-
vealed that the delay of routing messages has no significgoatdt on the average
end-to-end delay of data packets. Fig. 3.10(a) and Fig(i8) 5bow the reliability
of the different metrics and protocols depending on the mari speed.
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Figure 3.10:Delay-based Approach - Reliability Improvement

The results of Fig. 3.10(a) indicate that the RSE and thelatesspeed metric
increase the performance of AODV in the case of more mobimatos. The
higher end-to-end reliability results from more stabletestas a consequence of
the longer link duration time. End-to-end reliability debes the probability that
a packet is successfully received by the sink via one or pialtiops.
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Fig. 3.10(b) points out that the SBR protocol achieves tigddst end-to-end
reliability if its routing messages are delayed accordmthe RSE metric which
is in contrast to AODV where the absolute speed metric offerslightly better
performance than the RSE metric. This effect can be explaasdollows. Hello
messages are periodically flooded by the SBR protocol in ¢teark which re-
sults in a higher routing overhead. Thus, the nodes have precése information
of their neighborhood. For this reason, the SBR protocatdakore advantage
from the delayed forwarding of routing messages than AODV.

3.5.6 Simulative Performance Evaluation of the SBR
Protocol

The performance of OLSR, AODV, and the hybrid version of tB&RSrotocol
are compared in this subsection. OLSR and AODV are implegeteas speci-
fied in the corresponding RFCs. The only exception is repteseby the valid
time interval of the topology control messages in OLSR whgHecreased to
topology control interval plus hello interval. This charigenecessary in mobile
scenarios to minimize the period of time which is requiredQlySR to detect
topology changes. Furthermore, it prevents the propagatimutdated routing
information.

The nodes can transmit data up to 256 kB/s within a radio rahB0 meters.
CSMA is used as medium access protocol. 50 mobile nodesrademdy placed
on a square of 1000 x 1000 meters. Thus, the node degree isddigrio is
smaller than in the previous one in order to minimize thearsze of the routing
protocol overhead. The movement is generated by a randoipoivaynodel with
a minimum node speed of 1 m/s to prevent nodes from moving slewyly for
a long period of time if the next waypoint is far away from therent position.
Furthermore, the nodes do not stop at a waypoint since theepdwration is set
to zero seconds. The maximum speed of the random waypoirglisidcreased
from 1 m/sto 15 m/s in steps of 2 m/s.
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All nodes generate packets according to an exponentiaiitiiibn with a
mean value of 10 seconds and a constant packet size of 1624Thé higher
mean value of the packet inter-arrival time allows us to $ateuthe impact of
the inter-arrival time on the network performance. Therefave simulate the
performance of the protocols under the same traffic load khtdifferent traffic
patterns.

Due to the short radio range and the high mobility, some naeegporar-
ily have no neighbors. For this reason, 100 percent endhdioreliability is not
achievable. Thus, the collected simulation results remtesa relative perfor-
mance comparison. If a larger amount of overhead is takendntount, the
protocols can achieve a slightly higher end-to-end reliigbi

Nonetheless, the scenario gives a good picture of how mudfilitgahe pro-
tocols can handle. It is obvious that the end-to-end rditglman be increased by
decreasing the flooding intervals of proactive protocoler&fore, only protocol
configurations are considered where the total amount ofrgeettoverhead is on
a reasonable level. The short hello interval and activeertioieout of AODV are
necessary to compensate the frequent topology changestiNdthe parameters
serve different purposes in the protocols. Hello messag&®DV and OLSR are
used for neighbor detection and maintaining two hop neigidoad lists whereas
SBR disseminates the messages to spread routing infonretioss the whole
network. The size of the messages is also different. In ashto AODV and
SBR, OLSR hello messages may become very large in dense rketsince
they contain a neighborhood list. The configurations of theing protocols are
shown in Tables 3.4 to 3.6.

The duration of each simulation run is 1100 seconds. Stiate collected
after a 100 second transient phase to mitigate the impabeddtarting positions
of the nodes. A 100 second transient phase is sufficient fersttenario due to
the fact that the simulation represents a relative perfao@a@omparison.

The results are calculated from 20 simulation runs withedéht seeds of the
mobility model. The seeds of the traffic models are set to teativalues to re-
duce the variance of the simulation results and allow a bettparison of the
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Table 3.4:AODV Configuration
Active Route Timeout|| 0.50 s
Hello Interval 0.25s
Net Diameter 16
Net Traversal Time 0.35s
Path Discovery Time || 0.70 s
Node Traversal Time || 0.02 s

Table 3.5:0LSR Configuration

Hello Interval 2.00s
Refresh Interval 2.00s
Duplication Hold Time 5.00s

Topology Control Interval 4.00s

Topology Control Expiration|| 6.00 s

Max Jitter 0.05s

Table 3.6:SBR Configuration

Active Route Timeout 4.00s
Hello Message Interval 1.00 s
Decrease Routing Interval 1.00s
Hello Message Time-To-Live 16
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routing protocols. All error bars show the 99 percent comfagelevel of the col-
lected statistics.

Scenario A

In Scenario A each of the 50 mobile nodes selects a randorimdish at the be-

ginning of the simulation. Thus, some nodes receive trafimfmore than one
node which results in a short packet inter-arrival time. Fier-arrival time has a
large impact on the performance of reactive protocols, as a8 the inter-arrival

time is larger than the active route timeout. If no trafficdseived for a time span
longer than the active route timeout, the route is markedactive. As a result,

the route has to be re-established or locally repaired fon#xt packet transmis-
sion. Due to the fact that some nodes are not selected asatésti they do not

generate routing overhead in reactive and hybrid protoddie results of Fig.

3.11 show that OLSR achieves the highest end-to-end ritaibithe nodes are

moving very slowly. As a consequence, the neighborhood ehtides changes
slowly, too. For this reason, the entries in the routingeatflthe SBR protocol

increase to a very high level. Therefore, the time until takies of unreachable
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Figure 3.11:Scenario A - Reliability
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nodes fall behind the values of new neighbors is longer thandre mobile sce-
narios. Thus, the protocol assumes that some nodes ameathable because of
their high routing entry. The protocol can be modified suclt the entries in the
routing table decrease faster. A more frequent routingetaptate allows faster
topology change detection in SBR. The routing table updaiguency can only
be increased to a certain level depending on the hello messtagval. Too fre-
guent updates result in low routing entry values which kntiite load-balancing
and multi-path capability of the protocol.

The low end-to-end reliability of AODV results from the a@iroute timeout.
A link break is not detected until the connection to a nodeglthe route ex-
pires. Thus, AODV may try to send traffic to a node for the dorabf the active
route timeout without recognizing that this node is not hedide anymore. Ad-
ditionally, AODV has no fall back solution similar to SBR. BRan select the
former second best next hop as forwarding node if the nextisiapreachable.
In contrast to SBR, AODV tries to re-establish a whole routéoally repair a
broken route.

Fig. 3.12 points out that the routing overhead of AODV and SBRains on
the same level independent of the maximum node speed wibreagerhead of
OLSR decreases. However, OLSR generates much more rowtmgead than
AODV and SBR in scenarios with low mobility.

Scenario B

The traffic pattern in Scenario B is changed such that a simyile is randomly
selected by all other nodes as destination at the beginditigesimulation. The
accumulated traffic leads to short packet inter-arrivab8mt the selected desti-
nation. Fig. 3.13 shows that the end-to-end reliabilityhaf protocols in Scenario
B is similar to the reliability which is achieved in ScenafioThis behavior is not
surprising since the results in Scenario A represent theageeaccessibility of
the nodes in the network. The results in Fig. 3.14 point oait tine routing over-
head of the SBR protocol is several times smaller than theheeel of AODV
and OLSR while maintaining a high end-to-end reliabilitytlis scenario. The
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low overhead can be explained as follows. Only data sinksstrét hello mes-
sages in SBR. Thus, the generated overhead directly comdsgo the number

of data sinks which makes the protocol most applicable iwoets where the
number of data sinks is small. Another reason for the larfjerdnce in routing

130



3.5 Statistic-Based Routing Protocol

ead i
&
]T,‘_.
—_—
HH
N
v
i

215 —AODV
£ ---OLSR
& 101 SBR

5r = T T - = - T -

01 3 5 7 9 11 13 15
Maximum Speed in m/s

Figure 3.14:Scenario B - Overhead

overhead lies in the fact that all nodes take advantage fhenhello messages
which are transmitted by the data sink since they can use éssages to update
their routing table entries.

A closer look at Fig. 3.14 reveals that the overhead gerg:kat&ODV in Sce-
nario B is smaller than in Scenario A. Two circumstances @spansible for the
reduced routing overhead. In AODV, each data source haanertrit a RREQ to
gain knowledge of the route to the destination. For thisarathe nodes around
the destination receive and forward route replies whichtemesmitted by the
destination. Therefore, they know how to reach the destinatnd can answer
received RREQs directly with an intermediate route rephtead of forward-
ing the request to the destination. Thus, the flooding of estsuis reduced in a
significant way.

Additionally, the nodes in the neighborhood of the desigmahave to forward
data packets more frequently to the destination than nadg#sef away from the
destination. Note that each node transmits packets aceptdian exponential
distribution with a mean value of 10 seconds which is muchéighan the cho-
sen active route timeout of AODV. For this reason, less rdunteouts occur in
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the Scenario B since the data traffic accumulates on its wHetdestination. As
a consequence of the accumulated traffic, the nodes aroardkgtination have
recent knowledge about their surrounding nodes. The smalimber of route
timeouts results in a smaller number of route requests whither reduces the
overhead of AODV. The more accurate knowledge of the nodasndrthe des-
tination minimizes the number of routing messages whichmaesled to locally
repair a broken route in this particular area of the network.

The routing overhead generated by OLSR remains on a coristaitinde-
pendent of the mobility in Scenario B. Furthermore, the bead is smaller than
in Scenario A. In this case, the different traffic pattern Aageat impact on the
one hop and two hop neighborhood lists of the nodes. The adatma traffic
allows the nodes which are close to the destination to keeip tieighborhood
lists up-to-date by listening to the transmissions of teairounding nodes. Thus,
the nodes are able to calculate their MPR set more precidahvdecreases the
number of retransmissions which are necessary to distribettopology control
messages in the network.

In the previous scenarios, the performance of the SBR pobteas simu-
lated under various levels of mobility. The protocol ackigwa high performance
in the simulated scenarios while generating a low amounbofimg overhead.
However, we used optimized configurations for all protoéolsrder to allow a
meaningful comparison. Some protocols like AODV and OLSReha be con-
figured very carefully since several parameters dependadnather. As a conse-
guence, most users rely on the default configurations of tbgols which are
optimized for networks with very low mobility. The strengththe SBR protocol
is its simplicity. The HMI and the DRVI are the two most relavgarameters
to tune the behavior of the protocols. Moreover, the defeaitfiguration pro-
vides a good performance in a large range of scenarios dure tadaptive and
the cumulative characteristics of the routing metric. Aresponding parameter
study is given in Section 4.3 where we simulate the perfooaari a multimedia
application in a mobile network depending on the HMI of the=RSBotocol.
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3.6 Summary

Three different classifications of routing protocols weisedssed in this chapter.
It was shown that the protocols can be classified accordingetavay they es-
tablish routes, the network structure or the protocol dj@maMoreover, a closer
look was taken on the elementary tasks which have to be peefibby a routing
protocol. Forwarding, processing, topology establishinagia the dissemination
of routing information are identified as the most importasis. The topology of
a network is always optimized with respect to a certain roeRouting metrics
may have different characteristics which have to be takemancount. Thus, a
taxonomy of routing metrics was given which classifies therite depending
on whether they are discrete, continuous or a combinatiaewdral metrics. In
addition, the impact of slow changing and fast changing icetvas outlined.
Furthermore, a brief overview of techniques was given whiitigate the prob-
lem caused by fast changing metrics. Reactive and proadiiving protocols
were described in more detail in order to give a better unideding of the dif-
ferent kinds of strategies which can be applied to optimieegerformance in a
multi-hop wireless network.

The SBR protocol was introduced which combines reactive pnodctive
mechanisms to achieve optimal performance in varioustsitua The protocol
was originally designed to meet the requirements of low4yoW SNs but can be
easily configured such that it achieves a high performaneadhile mesh and
ad hoc networks as well. The applied routing metric is cutivdaand has adap-
tive characteristics. Thus, the protocol is able to quicldyect topology changes
while maintaining stable routes. It can apply any routingtrineby deferring
the forwarding of routing messages according to the cunarting value. This
delay-based mechanism was introduced by giving an exanguletd improve
the performance in mobile networks by deferring the foniragaf routing mes-
sages with respect to the changes in the neighborhood of @ adally, the
performance of the SBR protocol was compared with the pexdorce of the
reactive AODV and the proactive OLSR protocol.
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4 Evaluation of Routing Protocols

Routing protocols are often designed to meet the requiresrafra certain ap-
plication. Thus, the protocols are optimized to achievegh performance under
specific conditions, e.qg. reliable links, constant bit rasdfic patterns, and low
mobility. However, it is hard to estimate the performanceafting protocols

in advance since their performance is not solely influengethbir configura-

tion. Besides the configuration, the performance is styoaffécted by the traffic
pattern, the movement of the nodes, the spatial node disiify the underlying

MAC and physical layer.

The majority of the protocols show a predictable behaviostamdard sce-
narios [128] as long as their configurations are close to gfeult settings.lIt is
often assumed that the nodes have no or little mobility.Harrhore, the default
configurations do not consider the available bandwidth efuhderlying MAC
protocol. In this case, minor changes to the configuraticultén predictable
changes of the protocol performance, e.g. an increase diellemessage inter-
val results in a decrease of the routing overhead.

Detailed knowledge of a routing protocol is required to rastie its perfor-
mance in non-standard scenarios. Mobility becomes a citwitlg problem for
protocols which try to establish end-to-end connectivitye do the fact that the
network topology changes frequently [112]. Moreover, \&iss communication
issues, like unidirectional and unreliable links, have &thken into account
which also have a great influence on the performance of thequis [142].
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Performance comparison of different routing protocols realistic testbed is
often not possible. Thus, an estimation of their perforneaadypically given by
analysis or simulation. State-of-the-art routing protsedike DSR or OLSR are
very complex which makes it almost impossible to estimagé gherformance in
advance.

In addition, side-effects caused by the unreliable wietEsnmunication and
the movement of the nodes can hardly be covered by analysésefore, sim-
ulation represents the first choice to estimate the netwerkopmance if mea-
surements in a large testbed under realistic conditions@rpossible.However,
results from stochastic simulations have to be evaluatezfudly in order to pro-
duce trustworthy results [143]. The comparison of routingt@cols requires a
software or hardware framework which is able to provide theded functional-
ity to the protocols, e.g. remaining battery power, link lgyaor position infor-
mation.

In this chapter, a modular simulation framework [5, 11] igaduced which
was used to evaluate and optimize MAC and routing protoan8M¥SNs. Fur-
thermore, a closer look is taken on common mobility pattamstheir impact on
the performance of the network. Moreover, the most impoitsues of simula-
tive performance evaluation of routing protocols are dised. Routing protocols
can be optimized in many different ways depending on theadtaristics of the
protocols and the corresponding routing metric. Therefdifeerent optimization
techniques are introduced which can be applied to reactidgpeoactive proto-
cols. Simulation results should be always validated by mremsents - if possible
- in order to proof the correctness of the simulation.

However, a single simulation framework might not providdfisient func-
tionality. Thus, a simulation framework can be extended theosimulations
to build a larger more realistic co-simulation frameworkesd different simula-
tion tools interact with each other. Another interestingrapch is represented
by hardware-in-the-loop simulations which are a tradebeffiveen simulations
and testbeds. The different evaluation techniques areiidedcin more detail.
Finally, the chapter is concluded with a summary.
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4.1 Simulation Framework

The performance evaluation of routing protocols represanthallenging task
since their performance is affected by both, higher and tdesgers. Thus, the
performance of the protocols has to be simulated in varicesarios with differ-

ent configurations to allow a meaningful performance coispar

For this reason, a modular framework was implemented in OPMlich con-
sists of several process models. A process model can belegbas a finite state
machine which has a large number of interfaces to interaitt @ther process
models. A process model typically covers the functionadityan 1ISO/OSI layer.
The framework consists of three parts which are respongibldifferent tasks.
The first part is represented by a set of process models whitththe commu-
nication stack of each sensor node. This set of process maslpplemented
by a mobility process and a small energy consumption framewihe second
part is responsible for collecting global statistics. Thabgl statistic collection
is implemented by a central process which receives caltbfiokn other process
models. The third part is represented by process modelshwdffer interface
functionality between OPNET and other simulation tools.rétwer, these pro-
cess models provide gateway functionality between thelsied virtual network
and the real network.

The advantage of this modular framework is that a single reodan be ex-
changed without the need of modifying the rest of the franrewurthermore,
modules which are not needed can be easily removed to spetbeb-gimulation.
In addition, the framework has interfaces to interact witheo simulations in
order to create larger co-simulations. The interfaces affr the possibility to
interact with the real network. Thus, real network traffic dg routed through
the simulated virtual network to get a better picture of thecpived quality.

First, a short introduction to the OPNET Modeler is givenhistsection. The
introduction is followed by a description of the basic metdkms of the frame-
work. Moreover, co-simulation and hardware-in-the-loopdtionalities are dis-
cussed which are also part of the simulation framework.
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4.1.1 Introduction to the OPNET Modeler

OPNET Modeler is a commercial discrete-event simulatoctvig optimized for
analyzing and designing communication networks and poigod@ he software is
able to simulate the whole ISO/OSI stack including a simgdifphysical layer.
The standard physical layer uses a free space propagatidel j5®]. Nonethe-
less, more complex propagation models, e.g. Longley-Rigd][ or Walfish-
Ikegami [145], can be applied which also take terrain infation into account.
However, complex propagation models which consider signagpagation rele-
vant terrain effects, like multi-path and shadowing, sloowd the simulation.
For this reason, most simulations use the free space propagaodel.

The software uses a hierarchical structure to modify ordbaihetwork. The
top level is represented by the network level. On this lenslpossible to drag an
drop existing objects, e.g. workstations, routers, sveiscland sensor nodes, into
the simulation scenario. Each object is described by a natiehwhich consists
of several process models. A process model is responsibkedertain task and
may interact with other process models. This modular fonetity is often used
to build a structure on the node level which reflects the IS®A@yers as shown
in Fig. 4.1.

The behavior of a process model is defined by a finite stateimacthe finite
state machine consists of one or more states and transiiach state is divided
in an enter-state and an exit-state. The enter-state isi@dd the finite state
machine enters this state while the exit-state of the ctigtae is executed each
time the process receives an interrupt. Note that the dondibf transitions are
only checked after the execution of the exit-state. Thusfitlite state machine
may only change its state if an interrupt was scheduled féx irocess receives
an interrupt if the simulation event, which is currently exted, points to this
process.

Interrupts are usually triggered by timers or caused by @aakivals which
are then evaluated in the exit-state of the current state threi enter-state of the
following state. A transition always points from an exi&t&t to an enter-state. The
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H 4 Code Level

Figure 4.1:0OPNET - Levels of Design

functions which are executed inside each state are writt€xdode which is then
used by the OPNET Modeler to build the simulation. The sitiofatime does
not advance during the execution of an enter-state or asstatie. The simulation
time only advances between two consecutive events whiclthgeacteristic of
discrete-event simulators.

4.1.2 Basic Framework

The basic framework is a library which consists of severatpss models. The
process models can be combined and configured to simulag&essrnodes. Fig.
4.2 shows a node model which we implemented to compare tlierpamce of
routing protocols in mobile wireless networks [8]. The arsavith the solid lines
indicate the packet flow while the dashed lines represetistitawires. Statistic-
wires are used by the OPNET kernel to propagate changes fnenmadule to
another module. State changes of the receiver module,raditd the transmit-
ter module radig, are forwarded to the MAC module via statistic-wires. The
receiver and the transmitter are connected to the samerenfattern which
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Figure 4.2:Basic Framework - Node Model

specifies the antenna gain and the orientation of the antétoveever, it is also

possible to use different antenna patterns for the recaivetransmitter modules.
Furthermore, a node model may have multiple receiver amdinéter modules.

In the following paragraphs the basic modules are descriltech build the core

functionality of our framework.

Traffic Module

The Traffic Module is based on the OPNET standard traffic geiwer process,
but has advanced features. The module offers the posgituliggenerate single
packets and data bursts. Various distribution functioessapported which can
be used to generate the packet inter-arrival time, the imtestarrival time, the
packet size and the number of packets per burst.
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In addition, trace files captured by Wireshdrkr tcpdump? can be used to
replay captured traffic. This feature was used in [11, 12]dnegate data pack-
ets according to a previously recorded video trace. Mome@seernal network
traffic can be captured and routed through the virtual ndt@erong as the simu-
lation runs in real-time. Simulations which interact witreal network or devices
are referred to as hardware-in-the-loop simulations. #ard-in-the-loop simu-
lations have several requirements on the simulation soétwaich are discussed
in detail in Subsection 4.1.4.

Application Module

The application module is used to modify the incoming andjoung data pack-
ets in order to simulate the behavior of different applimasi like the buffer of
a video application or data aggregation. In addition, défe kinds of retrans-
mission strategies and acknowledgment mechanisms arermeplted to deter-
mine which strategy offers the best performance in the sitedlscenario. Note
that the traffic pattern has a large impact on the performafiaeactive and
hybrid routing protocols since routes are only establisiedi maintained on de-
mand [11]. Thus, it is essential to simulate the behaviohefapplication layer
to get more accurate results.

Routing Module

The network layer is represented by the routing module. AODMSR, GBR,
MCFA and SBR are currently part of the framework. In fact, AOBnd OLSR
are already included in the OPNET Modeler library. Howevsath were re-
implemented to speed-up the simulation since most of tleaitufes, like mul-
tiple gateway support, are not required in most WSN scesario

MAC Module
The MAC module is implemented such that typical transcetlaracteristics,

LWireshark - Network Protocol Analyzenttp://www.wireshark.org/
2tcpdump - Packet Analyzgnttp://www.tcpdump.org/
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like the CCA delay [32,50] and the turnaround time [51, 148} be simulated.
Statistic-wires are used to connect the transmitter andetteiver with the MAC
process model. Thus, the MAC module is informed about thaiechanges, e.g.
busy radio channel, free radio channel or the end of the sutr@nsmission. The
gathered information can also be used to calculate the grergsumption of a
node.

The framework library includes the following MAC protocpl&LOHA,
CSMA, CSMA-TBEBA, BP-MAC, BPS-MAC and X-MAC. However, it igos-
sible to replace the data link layer and the physical layehefframework with
the OPNET standard models, e.g. to simulate the IEEE 802 AC khd physi-
cal layer as shown in [12].

Overhead Module

The overhead module is added to the framework in order taiat@lincoming
and outgoing packets. It generates local routing and MAGHmed statistics. In
addition, the statistics are forwarded to a central nodelwbénerates global pro-
tocol overhead statistics. These statistics are forwalgtedsing an interrupt pro-
cess routine which is provided by the OPNET kernel. The neuginables process
models of different node models to directly communicatéeiach other [5].

Physical Layer

This paragraph gives a short overview of the radio transcedipeline which is
used by the OPNET Modeler [59] to simulate the physical layee OPNET
Modeler divides the physical layer into 14 pipeline stagesteown in Fig. 4.3.
A packet is only forwarded to a receiver by the simulatiomletif it has suc-
cessfully passed all pipeline stages. Stage 0 is executaairthe beginning of
the simulation. This stage checks the settings of all receind transmitter pairs
within the simulation and determines whether communicatietween a pair is
possible. This mechanism speeds up the simulation if theswtrdnsmit on dif-
ferent channels. The transmission delay is calculated pacgansmission since
the nodes may have moved or changed the orientation of thiginaas. The link
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closure stage determines whether the terrain or obstagdsacking the signal

propagation such that no communication between this paraaosmitter and re-

ceiver is possible. The packet is marked as invalid in the tizst it does not pass
the link closure stage. Furthermore, the simulation abthktsexecution of the
pipeline due to the fact that there is no further need to ¢aieuhe other stages.
Stage 3 compares the settings of the transceiver and theeete classify the

transmission. The transmission is marked with a valid, aaor an ignore flag
according to the transmission settings. The calculati@bdted if the packet is
marked with an ignore flag due to a channel mismatch. Thexetbe channel

match pipeline stage represents the optimal stage to mtufgimulated signal
propagation.
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A simple disc model can be simulated if the stage sets the flaggraer valid
packets to noise if the distance between the receiver aamtand the antenna
of the transmitter is longer than the radius of the disc modkuls, two nodes
are only able to exchange packets if the distance between ihahorter than

ther distant nodes as noise. The disc model provides a siwvgido create the
desired node degree in the simulation [137]. Otherwise sttemario size and
the transmission power have to be chosen such that the dewite density is
achieved. Moreover, it is possible to reduce the requiredpegational power
of the simulation if the interference range is limited. Retskare marked with
an ignore flag if the distance between the transmitter andetbeiver is longer
than the interference range as shown in Fig. 4.4. Note tleagithulation kernel
aborts the execution of the pipeline stage if a packet is ethrkith an ignore

N A\
A ,7 \\_Communication '3
1 ’ Range 3
1 1 \
I

1 \

am O

Figure 4.4:Pipeline Stage - Disc Model
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flag which can be exploited to speed-up the simulation, ealhein dense and
large network simulations. The tx antenna gain stage catiesithe transmission
gain depending on the antenna pattern and the orientatithe @ntenna towards
the receiver antenna. Stage 5 is responsible for calcgl#impropagation delay.
The antenna gain of the receiver is calculated in stage @eStaeturns the re-
ceived power with respect to transmission power, distaeteden the antennas,
antenna gains, and transmission frequency.

Stages 8 through 12 are called one or several times for aesiragismission
depending on the interference of other transmissions 4F%gshows an example
where two transmissions collide as a consequence of themiddde problem.
Receiver 1 and receiver 2 are very close to each other andéhvifth overlap-

Node 1 Packet 1 %

‘
‘ ‘
X Packet2
Y

1
|
|
Node 2 !
l | |
1 1 ]
Receiver 1| P1-Part1 | P1-Part2]
T I [
l | l
Receiver 2 | [P2-Part 1. P2-Partiz |
' 1

time

Figure 4.5:0PNET Modeler - Collision example

ping transmission range of node 1 and node 2. Moreover, neael hode 2 are
not within transmission range. Thus, node 2 is not aware @ftigoing trans-
mission and starts its own transmission which results inliéssmm at receiver 1

and receiver 2. Therefore, stages 8 through 12 are calleg far both transmis-
sions. The allocated errors for each part are accumuladtared in the corre-
sponding packet. Finally, the packet is passed to the lpstipe stage which is
responsible for the error correction. The stage determirtesther the packet is
forwarded to the receiver of the destination or discardethbyimulation kernel.
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Mobility Module

The mobility module describes the movement of a node withénbioundaries of
the simulation scenario. Our implementation is based omovieed movement
which has several advantages since the precision of thesrmmistions can be
set in the simulation kernel. The precision of the posititieimation has a great
impact on the computational power which is required by théeNEP Modeler,
especially in large networks where all nodes are mobile. fibbility module
calculates the direction and the speed which is requirecttdrgm the current
position to the target position within a certain period afi¢i. The mobility mod-
ule is able to generate movement according to the randomairtyjg0], random
walk [147], random direction [148], manhattan [149], and teference group
mobility model [138]. The characteristics of the mobilityodels are not further
described in this section since they are introduced in det&iection 4.2.

Data Sink Module

The data sink module calculates the delay and the jitter adriting packets.
Moreover, it generates local statistics, e.g. the numbeeoéived packets and
the received data rate. The collected statistics are alseafded to a central
node which generates global statistics.

4.1.3 Co-operative Simulation

Co-simulation is a simulation technique where differemdation tools are run-

ning in a co-operative way. The tools are usually synchemhiand are responsi-
ble for the simulation of individual components which aretpda larger simula-

tion. Co-simulation offers a wide range of advantages stereplex simulations

can be divided into smaller ones which exchange informadiming the simula-

tion. In addition, it allows distributing the simulationdis on different computers
in order to speed-up the simulation by taking advantage fnagher computa-

tional power. Moreover, optimized simulation tools can lsedito simulate the
individual components regardless of the computing plair
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However, the simulation time of the individual tools has ®dynchronized
which requires additional software. The most popular syoization interface
is represented by the High Level Architecture (HLA) IEEE @52000 standard
for modeling and simulation [150]. The synchronization #imelexchange of in-
formation of the individual tools are controlled by the RuUme Infrastructure
(RTI) which is a central component. The participating siatioin tools may con-
nect to the RTI via UDP or TCP. Therefore, it is guaranteedl tthmexchange of
information is platform independent.

The simulation kernel of the OPNET Modeler has an HLA integfavhich
synchronizes OPNET with the simulation time of the RTI. Rartnore, HLA
messages can be directly mapped to virtual data packethahicsent to pro-
cess models in the OPNET simulation environment. Thus reatesimulation
tools can communicate directly with the process modelss téchanism can be
used, e.g. to modify the position and the orientation of thées in the OPNET
simulation. The position information can be sent, e.g. frarflight simulator
to a MATLAB simulation, which is also participating in the Lnetwork. The
MATLAB software then transforms the gathered informatiotoia format which
is supported by the OPNET Modeler and forwards it to the spoading process
model in the OPNET simulation.

4.1.4 Hardware-In-The-Loop

In general, it is not possible to predict the performance wiraless network in
advance due to the fact that the communication stacks aeotaplex. Analysis
and simulation provide the first step to estimate the netvpatformance. An-
other way is to take measurements from a testbed in ordert t lgetter picture
of the impact of the different network characteristics. Bihreless, testbeds are
usually much smaller than the target network. Thus, theynateable to cover
all aspects of the target network, e.g. the behavior and ¢nfapnance of the
network during a broadcast or temporary congestion.

The idea of hardware-in-the-loop simulations is to creatertal network
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which is able to communicate and to interact with a real netwim the follow-
ing, the term virtual is used to point out that the corresfrmgpgacket or object is
part of the software domain while the term real is used torlyledentify an ex-
isting piece of hardware or network. It is possible to geteecanditions similar
to those in a large network by extending a small testbed withitaal network
as shown in Fig. 4.6. The figure shows a standard approactevaheode in the

Real | Virtual
Network = Network

Sensor
Nodes

Real
Gateway

Test bed

Interface

Interface @ v
Node @ @ ® o

Node
%o ©

Hardware Domain  Software Domain

Figure 4.6:Hardware-In-The-Loop - Testbed Extension

network functions as a gateway in order to connect the hasld@main with the
software domain. The gateway is divided into two parts. Tte fiart is respon-
sible for the communication in the real network. Thus, thed gateway captures
traffic from the real network and forwards it to the virtuatgaay. The virtual
gateway is a process within the OPNET simulation which mazh eaptured
packet to a virtual packet. Moreover, the virtual packetdaasmitted in the simu-
lation via the interface node. The sink modules of the virmales are modified
such that they give a feedback to the virtual gateway wheheepacket was suc-
cessfully received or discarded. The virtual nodes may etsomunicate with
the real sensor nodes. In this case, the virtual interfade passes the received
virtual packet to the real gateway which creates the coomdipg packet and
transmits the packet via the real interface node.
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Network performance is often characterized by standardicsetike the aver-
age delay and the packet loss rate. However, these metrigst checessarily rep-
resent the perceived network performance of a user [15pgagally in the case
that the received data is further processed. Consider adedorideo transmis-
sion where the loss of packets will lead to decoding errotketlecoder/player
while delay can cause buffer under-runs. In both cases isnage lost at the
player which usually freezes the video. Note that moderaaddodecs compress
the original video by encoding only the differences betweamsecutive frames.
Thus, the loss of a single image results in a distortion ofa@lbwing images
which are encoded based on the lost image. For this reasmniniiportant to
simulate the transmission of the original applicationficadver a virtual network
as shown in Fig. 4.7.

Real | Virtual | Real
Network | Network Network
OPNET Real
Real I ) ) I Gateway
Gateway Virtual Virtual
\ | GatewayA @ Gateway B | \
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@ | @0 0 Q|-
Computer A s AN Computer B
1 Interface /|
o ©
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Figure 4.7:Hardware-In-The-Loop - Virtual Network

The simulation should run on a computer with at least two petinterfaces
to minimize the delay caused by the real network traffic shett it can be ne-
glected compared to the virtual delay of the simulated ngiwlNote that the
simulation has to run in real time in order to correctly defemckets according
to the delay of the simulated virtual network. Otherwise, simulated delay is
either too high in case that the simulation time proceedsesithan real-time or
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too low if the simulation is executed faster than real-tiiftee simulation discards
real packets which are not successfully transmitted in thieal network. Thus,
the perceived application quality on computer A and compBtés affected by
the performance of the simulated network. Therefore, ibissible to get a direct
feedback from the simulation.

4.1.5 Video Quality Evaluation

The standard method to assess the performance of videonissisn systems is
to calculate the Peak Signal-to-Noise Ratio (PSNR) betvileersource and the
received (possibly distorted) video sequence. It is a idiffdal metric which is
calculated image-wise and very similar to the well-knownRSbut correlating
better with the human quality perception [152]. The PSNRwation yields a
quality indicator for each image of the video sequence iati@h to the original
image. Thus, this metric is only meaningful if the qualitytbé original image
sequence is high in terms of human perception which is nasseeily the case.

The compressed video will be already distorted if the videguence is passed
through a state-of-the-art video encoder to reduce thealst-since modern
video-codecs — like MPEG-4 or H.264 — are usually lossy. A loispackets will
lead to decoding errors at the decoder/player while delaycaase buffer under-
runs. Both will ultimately cause the loss of images at the/g@aSince modern
video-codecs make extensive use of the temporal redundancgding only the
differences) in most videos, the loss of single images &add to the distortion
of all following images that are differentially encoded édwn the lost image.
Lost frames usually will cause the video player to "freezetamshow the last
successfully received and decoded image. It is importardridmage-by-image
metric to reproduce this behavior in case of transmissiegds or delay in order
to avoid alignment issues between the source and the reloékeo. For a better
illustration of the meaning of quality measures for nonep, the ITU-R devel-
oped a quality indication scale which is tied to the qualitypression of human
observers [153]. This scale is shown in Table 4.1.
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ITU-R recommendation BT.500 [153] further describes a métthogy to gain
these quality indicators by subjective assessment sdryea ¢group of humans).
Such a scale is often called Mean Opinion Score (MOS) anded irsseveral
quality assessment systems. A mapping of PSNR values to M@8yis intro-
duced in [154] which can be used to roughly estimate the huyoality percep-
tion for videos with relatively low motion. This mapping froPSNR to MOS is
shown in Table 4.2 and used in this paper. A MOS value is asdimeach im-
age according to Table 4.2 which is based on the PSNR valaeart calculated
for every single image of a received video sequence. Thdees/are averaged
over all images of a sequence to produce a single qualitganeli for a video
transmission as proposed by the methodology described8].[1

4.1.6 Extended Framework

As a consequence of rapid improvements in technology anthtuiization, sen-
sor networks become an attractive solution for a large nurobaew appli-
cations [109]. At the moment, we can recognize a trend togsvasthsor nodes
which are equipped with high data rate wireless interfaths.interfaces enable
the nodes to transmit multimedia content in a multi-hop lese network. How-
ever, sensor nodes with Bluetooth or other high data ratelegis interfaces are
hardly available at the moment. Thus, simulation is the mostmon approach
to estimate the performance of WMSNSs.

Table 4.1:ITU-R quality and impair- Table 4.2:PSNR[dB]to MOS conver-

ment sion
Scale Quality Impairment PSNR MOS
5 Excellent Imperceptible > 37 5 (Excellent)
4 Good Perceptible 31-37 4(Good)
3 Fair Slightly annoying 25-31 3 (Fair)
2 Poor Annoying 20-25 2 (Poor)
1 Bad Very annoying <20 1 (Bad)
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Simulation tools, like ns-2 [58] or OPNET Modeler [59], orslypport standard
network performance metrics like packet delivery ratidaglend jitter which do
not necessarily represent the perceived quality by the lises take a closer look
e.g. at video encoding and decoding, we recognize that teowjuality over a
lossy link strongly depends on the way packets are lost.ith®rtant to know
whether consecutive packets are lost as a consequenceofdgghanges, sin-
gle packets which might be caused by interference, or a Ignasito noise ratio.
For this reason, we want to focus on quality metrics whicteotfthe perceived
quality of a video transmission in order to evaluate theqrenince of our net-
work.

Therefore, we decided to extend the framework by modifymegttaffic mod-
ule and the data sink module in the OPNET Modeler simulatiahghat it can
read and write files according to the format used by the Edg155] video eval-
uation framework. In the following, a brief description aflgo quality evalua-
tion is given. Furthermore, the Evalvid software is introeld which is integrated
in the extended simulation framework to evaluate wireletgvarks in terms of
QOE.

EvalVid

EvalVid [155] is a video evaluation framework which comeshna large library
to analyze the quality of video transmissions. The framé&as a lot of advan-
tages compared to other video evaluation tools, e.g. [168][857]. Both tools
are commercial and mainly focus on the video evaluation.ddeer, they do not
offer an interface to connect them directly to other simafatools like ns-2 or
OPNET. Another well known tool is represented by the Videaligy Metric
(VQM) Software [158]. This tool offers a large number of difént metrics in
order to evaluate the quality of videos. However, just asatsmercial counter-
parts it does neither offer the functionality to create érfiles nor an interface to
interact with network simulation tools for performancediés. The video qual-
ity evaluation tool Aquavit [159] offers almost the samedtionality as EvalVid
but is not further developed. Therefore, it does not supgiate-of-the-art codecs
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like the H.264 [160]. For this reason, we decided to conreetBvalVid frame-
work to the OPNET simulation. The framework is used to corephe quality of
the source (encoded and already slightly distorted vidéih) the received video
quality in order to evaluate the performance of the simdlagtwork. A detailed
flow diagram of the EvalVid framework is shown in Fig. 4.8.

A trace of the original video file is recorded, containingesénd type of each
video packet which is transmitted over the Real-time TrarnsBrotocol (RTP).
The video can be either in raw format or already encoded. thatemost state-of-
the-art encoders compress the information such that at gjigtlity loss is taken
into account. Therefore, the video source file is encodedpasded through a
decoder if the source video is in raw format. This step is seasy to calculate
the perceived quality of the video with encoder losses bthiaut network loss.
Thus, it is possible to calculate the degradation of the avigeality which is
caused by the loss of information during the video encoding.

The trace file of the encoded source video is then used to gengackets in
the OPNET simulation. In addition, the OPNET simulation gates a receiver
dump file which represents the input for the EvalVid videoleaton tool. The
comparison of the sender and the receiver dump file enabl¥iBito calculate
the delay, jitter and the loss of packets and frames.

However, the trace file can also be used to replay traffic oveabor virtual
network to measure the perceived video quality. In the datése, a setup as
shown in Fig. 4.7 is used where the source is representedrbputer A, while
the destination of the video is represented by computer B.alvantage of this
setup is that the simulation gives a direct insight in thecpiged video quality
of the simulated network. Nonetheless, the simulation basi in real-time to
ensure that packets are exactly delayed as determined inthéation.

The data sink modules of the OPNET framework write a dump filéhe
received packets which includes the creation time of thé&gtathe time of re-
ception, the sequence number, the frame type and the sizes qiecket. The
dump file is generated at the end of each simulation run anskid as input for
the evaluation tool to calculate packet/frame loss andydstiatistics as well as
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4.2 Mobility Patterns

reconstructing the received video files. The received \@dee decoded using
FFmpeg® in order to be able to calculate the statistics of the videalityuin
terms of PSNR and MOS. The quality of the received video iscaffd by the
encoder losses and the network losses which reflects theiyedosideo quality.

4.2 Mobility Patterns

Mobility issues become more important nowadays since tmeben of mobile
communication devices is quickly increasing. The perforoesof a wireless net-
work and its topology is depending on the mobility patterritef nodes. Thus,
it is essential to understand the characteristics of th¢hsyic mobility mod-
els [137,161, 162] in order to create a realistic simulagovironment.

It is often assumed that the nodes in a network should moWe rfahdomly
within the simulation area to provide optimal performanecaleation conditions.
But what is random movement? Most researches would say thabdity model
generates random movement if the node density and the need spe uniform
distributed. However, studies of real-world traces of nlphone users have
shown that human mobility patterns do not follow these aggioms. Nowadays,
human mobility patterns become more important for WSNsesthe number of
applications, like health monitoring or fire rescue, insesawhere users are car-
rying one or more sensor nodes with them. It was shown in [168] human
trajectories have a high degree of temporal and spatialagguMoreover, each
individual has a time-independent characteristic moverpatiern and a signifi-
cant probability to travel between a few highly frequentechtions [164] which
results in correlated movement. Thus, it is questionaldaich a movement pat-
tern should be declared as random mobility.

This type of movement can be divided into different movenstates as indi-
cated in Fig. 4.9. The figure shows snapshots of the Marienpldiunich which
is one of the most crowded areas in the city center. By obsgr¥ie movement
of the pedestrians over a longer period of time, we foundlmatttheir movement

1FFmpeg - Multimedia Framewotit t p: / / f f mpeg. or g
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(c) Transit Nodes (d) Fix Nodes

Figure 4.9:Snapshot of Marienplatz in Munich

can be divided into four different groups. In the followinlge pedestrians are re-
garded as nodes since the majority of the pedestrians anmaddo carry mobile
devices which are able to build a network.

The first group is represented by nodes which are moving irmtba around
a hotspot. These nodes only occasionally leave the areacm@inotspot and
move to another hotspot. Furthermore, their node speedyssi@v while being
close to a hotspot. The second group consists of hoppingsldieh are moving
directly between different hotspots without remaining eggeriod of time at a
single hotspot. The third group of nodes is representedansir nodes. Transit
nodes bypass crowded areas in order to move quickly from oim o another.
The last group are fix or very slow moving nodes, e.g. waitieggstrians or
people which are visiting a pavement café. These obsengfioint out that the
movement of humans has a high spatial regularity which iinaidence with
the observations made in [163].
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In addition, the movement of nodes is usually bound or att lemengly in-
fluenced by the road network. The infrastructure and obesaaffect the human
movement such that it cannot be covered by simple mobilitge®like random
waypoint [165]. The usage of synthetic mobility models oftesults in an over-
estimation of the performance of wireless networks [166ichlis caused by the
speed decay problem [167,168]. The problem is not furthplaéxed here since
it is described in detail in Subsection 4.2.2.

4.2.1 Characteristics of Mobility Patterns

Mobility models have a great impact on the performance ofinguprotocols
in wireless networks. Synthetic mobility models [161],elikhe random way-
point [70], the random walk [147], and the random directi@4d] model, do
not generate random movement since their behavior is dyraffgcted by their
configuration and the shape of the used scenario.

The most substantial argument against the usage of theasthmability mod-
els is that these models do not reflect typical movement ofamsmwhich brings
us back to the question of the previous subsection. The bester question is,
what is typical human movement and how could it be defined2dDbly, typical
movement is not reflected by a particular scenario [169], rm@vement of stu-
dents on a campus, cars on the road, customers in a shoppiingr pedestrians
in the city center. The nodes in these scenarios show diffenevement patterns
which have a different impact on the network connectivityefiefore, it is neces-
sary to define independent mobility characteristics in oradallow a meaningful
comparison between synthetic mobility models and realdvvaces. Different
mobility characteristics can be used to compare and to atalihe movement
of mobility models. In the following, we focus on six mobjylitharacteristics to
give a more detailed insight of the generated movement afibet popular syn-
thetic mobility models.
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Link Duration

The link duration is the period of time during which two nodes within trans-
mission range of each other. Link duration is an interestiognectivity metric
since it is directly affected by the mobility pattern of thedes. Different ap-
proaches were introduced in the last few years which try torope the chosen
links by concerning the average link duration [139], thé& lthange rate [138] or
the probability density function of the link duration [140]

The estimation of the probability density function of thekiduration is a very
promising approach. However, it is also the most complitatee. Moreover,it
cannot be applied to all sensor networks since it requiresréguent transmis-
sion of data packets or routing messages to quickly detpaidgy changes in
the network. In addition, the nodes have to keep track ofittkeduration of links
in the past to estimate the probability density functionhaf ink duration. Note
that sensor nodes have very limited hardware resources, Tl solution that
was presented in [140] will become more attractive to the gereration of sen-
sor nodes which will have a higher computational power aratgel amount of
memory. Another analytical approach was presented in [WIgjre the authors
derive the probability density function of the link duratiby focusing on the
relative movement speed and the transmission range of tiesno

Spatial Node Distribution

The spatial node distribution in a wireless network is datesl with the node de-
gree. Therefore, the network topology and the network perémce are strongly
affected by the spatial node distribution. Furthermore,ribdes are usually not
randomly distributed which has a great impact on the netyerkormance. The

spatial node distribution which results from the used migbihodel has to be

considered [171, 172] in order to allow a meaningful perfanee comparison
of different routing protocols. The authors of [171] showkdt the distribution

is influenced by the mobility parameters and the shape ofdbrasio. For this

reason, the size and the shape of a scenario should be chitkerapect to the

mobility model.
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Transient Phase

Most synthetic mobility models generate a characterigi@tial node distribu-
tion which depends on the mobility parameters and the shifiee®cenario as
described in the previous paragraph. Thus, the spatial distiéution at the be-
ginning of a simulation should be chosen according to theatteristic spatial
node distribution of the used mobility model to minimize theation of the tran-
sient phase. A more detailed description of different cti@réstic spatial node
distributions is presented in Subsection 4.2.2.

However, another aspect is often neglected when using etyotmobility
models. The movement which is generated by synthetic ntpbiiodels, e.g.
random waypoint and random direction, can be divided intcogement phase
and a pause phase. The duration of the movement phase mapénds on the
selected node speed since the travel distance is eithaedirby the algorithm
of the mobility models or the simulation plane. Thus, noddsctv have cho-
sen a low speed remain in the movement phase for a long durdtie to the
fact that they require a long period of time to reach the nextsion point or the
border of the scenario. This behavior leads to the average sjpeed decay prob-
lem [167,168]. For this reason, the performance of a netwanleases towards
the end of a simulation if the results are collected befoeentiobility model is in
a steady-state since the average node speed decreasestdartiransient phase.

Node Speed Distribution

Standard mobility models typically choose the node speedamly distributed
between a minimum and a maximum value. Thus, it is often asdutmat the
distribution of the speed of the nodes in the simulation c&dléhe distribution
which was used to select the speed of each individual nodeet#r, this is not
necessarily the case since the node speed distributioriméynaéfected by the al-
gorithm which is used by the mobility model to select the riedtination and the
travel duration [9, 168]. The impact of the used algorithntleenode speed dis-
tribution is discussed in detail in Subsection 4.2.2 whilso gives an overview
of the most popular synthetic mobility models.
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The node speed distribution is a good indicator for the entheftransient
phase [168]. Some mobility models, e.g. random waypoiritestrom the node
speed decay problem. The number of slow moving nodes ireseahile the
number of fast moving nodes decreases over time until thelityatmodel is in
a steady-state. This behavior is indicated by the changkeohbde speed dis-
tribution during the transient phase. The duration of tla@drent phase mainly
depends on the configuration of the mobility model and iswudised in more de-
tail in the following subsection.

Correlated Movement

Correlated movement is a typical characteristic of humability [163] which
is neglected by the majority of developers of routing protecsince it is hard
to detect without position information. The term correthteovement is used in
this work if one or more nodes move in a similar direction wstmilar speed
such that they are able to communicate directly with eaceratter a longer pe-
riod of time. Therefore, temporary correlation of the moesis generated by
all mobility models. Nevertheless, the degree of the cati@h depends on the
mobility model, its configuration and the shape of the simaofaplane. Routing
protocols may take advantage from correlated movement legtseg neighbor
nodes with similar movement pattern as next hop [9].

Two factors are mainly responsible for correlated movenrergal networks.
The first factor is represented by social relationships sélsocial ties [164] can
be regarded as a measure of the likelihood of geographiocaiibn. Moreover,
the authors of [164] introduced a synthetic mobility modélietr considers the
social interaction to generate more realistic movemengyT$howed that the
correlated movement also has an impact on the link duratind,thus on the
network performance. Movement restrictions are the seatdr which further
increases the correlation of human movement. In real n&smtie movement is
limited by the road infrastructure and obstacles whichddite movement into
certain directions and areas [165]. Thus, the possibitiat two nodes remain
within the communication range of each other increases.
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4.2 Mobility Patterns

Group Mobility

Group mobility models [138, 173] became very popular sdwsars ago. The
models are inspired by mobile ad hoc networks where thelzaiédion of mem-
bers of the same group is common, e.g. police patrol, avaéanescue, mili-
tary battlefield communications, medical assistance ofifjfrger scenarios. The
majority of synthetic group mobility models classify thedes into two cate-
gories [161]. The first one is represented by the group lsadaich move ac-
cording to a standard mobility model, e.g. random waypaiadom walk or
random direction. The second category are fellow nodestwioitow the move-
ment of a group leader. Fellow nodes are only allowed to mataiwa certain
range around their group leader. Thus, the movement of mufdés same group
is highly correlated. The generated movement is also vesjleriging for rout-
ing protocols since they have to distinguish between nofitesame group and
other nodes in order to establish stable routes [11].

4.2.2 Survey on Mobility Patterns

This subsection gives a brief survey of a selection of thetipopular synthetic
mobility models [137,161] which are mainly used to evaluatbile networks.
Note that the generated movement of the nodes does not adbessflect hu-
man mobility patterns [174]. However, the models are weléstigated and can
be configured such that they generate different degrees bilitpydn order to
evaluate the performance of routing protocols under difieconditions. It has
to be kept in mind that there is no single model which coveraspects of re-
alistic human movement due to the fact that the movementrdispen the in-
frastructure and the environment [169]. Neverthelessdstal mobility patterns,
like random waypoint and random direction, can be easilyifieat[175,176] to
generate more human like movement.

In the following paragraphs the random waypoint, the randeatk and the
random direction mobility model will be introduced in détalloreover, a closer
look is taken on the characteristics of the generated monerireaddition, the
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configuration parameters are discussed which have to bewrhash respect to
the shape and the size of the scenario to minimize unwantdderistics.

Random Waypoint

Random waypoint mobility model was developed by JohnsonMaitz [70] in
1996. They developed the model in order evaluate the pedioce of the DSR
protocol in a mobile environment. The model provided a basis large num-
ber of other synthetic mobility models and is still the mogpplar model due to
its simplicity. The model has certain characteristics Whiave to be considered
if it is used to evaluate the performance of a wireless ndtjb87, 172]. The
algorithm of the model can be divided into five steps as shawklgorithm 1.

Select a random destination within the scenario

Select a random speedspeed € [speedarin; Speediaz]

Move until the destination is reached

Wait a random period of time pause € [pausenrin; pausenras)
Gotostep 1

Algorithm 1: Random Waypoint

At first glance, the algorithm seems to generate random memesince the
destination and the speed are randomly chosen. Thus, on@ssayne that the
mobility model will generate a uniform spatial distributiof the nodes. How-
ever, neither the node speed nor the spatial node dendityfaluniform distri-
bution. The non-uniform distribution of both charactedstresults from step 3
of the algorithm. In the case that a node selects a low spaeduires a longer
period of time until it reaches the next destination comgarefaster moving
nodes. Therefore, the fraction of slow moving nodes in@sawer time while
the fraction of fast moving nodes decreases. Furthermioeee tis a high proba-
bility that a node has to cross the center of a scenario tdiiganext destination.
As a consequence, the node density in the center area ofargcisrhigher than
the density along the border and in the corners [148].

Due to the fact that some characteristics are hard to uraaetsiithout an
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Table 4.3:Random Waypoint - Configuration

speedsin 1m/s
speedsq. || 20 m/s
pausesir Os
pausesq. Os

example, we evaluate the random waypoint model by usingrtregwork pre-
sented in Subsection 4.1.2. The size of the scenario is 19A0@0 meters. 100
nodes are placed evenly distributed in the scenario. Indflefing, a closer look
is taken on the generated movement after 100 s, 200 s, 400808rsl The ran-
dom waypoint mobility model is configured according to thitisgs in Table 4.3
The pause parameters are set to 0 s to create continuous ewverhe mini-
mum speed of 1 m/s was chosen to prevent nodes from movingsi@sjy for
a long period of time. Consider a node which selects a speseé ¢tb zero. This
node would remain almost immobile for the whole simulatiBar this reason,
the minimum speed should be set to a value higher than zenveww, in the
worst case a node which is in a corner of the scenario may ehtbesopposite
corner. Thus, the node will require more than 1400 s in ounaite to reach the
next destination if it selects a speed close to the minimusedpf 1 m/s.

This issue becomes clear by taking a look at the results of & which
shows the current node speed histogram for simulation idnsabetween 100 s
and 800 s. The results confirm the previous statement thaitteentage of slow
moving nodes increases with the advancing of the simulaitio®. Moreover, the
percentage of nodes with a speed of less than 2 m/s is lowetllegpercentage
of nodes with a speed between 2 m/s and 4 m/s which is in coirée previous
statement. This exception results from the configuraticih@irandom waypoint
model. Note that the minimum speed is 1 m/s. Thus, the prbtathiat a node
choses a speed between 2 m/s and 4 m/s is twice as high thatirgeéespeed of
less than 2 m/s. For this reason, a longer simulation duratioeeded until the
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Figure 4.10:Random Waypoint - Node Speed Histogram

fraction of nodes with a speed of less than 2 m/s becomesttigte the fraction
of nodes with a speed between 2 m/s and 4 m/s.

The difference between the figures indicates that the randaypoint model
has a long transient phase. In addition, the results pointhat the node speed
distribution becomes more and more stable with the advgrafithe simulation
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time. This behavior is reflected by the decreasing averade speed also known
as the node decay problem [167, 168]. The node speed distridbecomes al-
most stable after 800 s which coincides with the observatiade in [161] where
the authors recommend to discard the first 1000 s of the siiomla
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Figure 4.11:Random Waypoint - Node Density

The random waypoint model has a very characteristic spatidé distribu-
tion as shown in Fig. 4.11. The figures show the normalizeckriehsity. The
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density is calculated such that the lowest density is retesl by a value of
0 while the highest density is represented by a value of 1.r€hslts indicate
that there is the highest node density in the center of theasice The density
is decreasing towards the border of the scenario which waavith the results
presented in [176]. This effect becomes more dominant Wwighatdvancing of the
simulation time.

The characteristic spatial node distribution also affd@aode degree and the
link duration which both have a great influence on the netvpakormance. In
addition, the non-uniform spatial node distribution résin an oscillation of the
node degree (density waves) [148] from the perspective afiglesnode since
its node degree changes with its location. The node degeshes the highest
values during the time when the node is close to the centdreaf¢enario while
the lowest node degree is recognized in the areas close tiwtHer of the sce-
nario [177]. The density waves are very challenging forir@uprotocols since
they have to deal with frequent link breaks during this tireeiqd [148].

The evaluation of the random waypoint model has shown tragénerated
movement results in a non-uniform spatial node distributidth the highest den-
sity in the center of the simulation plane. The non-unifopat&l node distribu-
tion represents a challenging environment for routing guols due to the fact
that the node degree changes depending on the position abtlee Therefore,
the random way point model is a practical solution for théfqgrenance evalua-
tion of protocols in mobile networks since it is simple to ieqent and generates
a challenging environment. Nevertheless, the random waypwdel has to be
configured with respect to the node decay problem. Furthexntioe long dura-
tion of the transient phase has to be considered to obtaininggal results.

Random Walk

The random walk or drunkard mobility model was first mathecadlyy analyzed
and explained by Einstein [147] in 1905. He described theonadf particles
suspended in a fluid at rest which follow the Brownian motibine model has a
large number of interesting characteristics, e.g. it wasgm that an object which
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moves in a one dimensional or two dimensional space acaptdithe Brownian
motion always returns to its starting point [178]. Thus, wersario boundaries
are required to assure that a mobile node remains in a carzén Nevertheless,
this is not a practical solution since it may take a long tim#l@a node returns to
its starting point. In addition, there is a high probabiliyat the node moves far
away from its starting point until it returns which can resala low node density
or even to a partitioning of the wireless network. Moreotlee, model generates
memoryless movement [179] since it does not retain any kedgé regarding
its past locations and speed values. The model became vewapdn computer
science due to its simplicity and is used and modified in maoske/[180-182].
The generated movement also represents a very efficiehsaad data collect-
ing pattern [182, 183]. Therefore, it is often applied in WsShNhere a mobile
sink gathers data from fix nodes. Furthermore, the modelrisidered in routing
protocols to forward data due to its load-balancing charésttcs [184].

The random walk model can be configured such that the nodes anoording
to the Brownian motion. The generated movement almostvislithe Brownian
motion if the distance between two consecutive movemepssteclose to zero
and the nodes move continuously. However, in this case tleeilation of the
model requires a lot of computational power which becomeardby taking a
closer look on Algorithm 2. At the beginning of the movemehage, the nodes

Select a random speedspeed € [speedarin; Speediaz]
Select a random direction direction € [0; 2]
Move into that direction

a. for a predefined period of time

b. for a certain distance

c. if the border of the scenario is reached,

select a new direction (Bouncing rule)

4:  Wait a random period of time pause € [0; pausenras)
5: Gotostep 1l

Algorithm 2: Random Walk Mobility Model
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select a random speed and a random direction. Then the nadesinio that
direction either for a predefined period of time or for a dertdistance. The
duration of the movement period and the travel distancetffe average node
speed. If a node reaches the border of the scenario, it seeww direction in
order to stay within the scenario boundaries. The movemeageends after the
movement period or if the node has traveled the predefinadmdis. After the
movement phase is completed, the model waits a random titeevéah until it
starts the next movement phase and thus jumps back to step 1.

The random walk mobility model generates different movenpatterns de-
pending on the duration of the movement period. The decistogther the dura-
tion of the movement phase is based on a predefined time aht&ra predefined
travel distance mainly affects the node speed distribuimhthe duration of the
transient phase. Therefore, the characteristics of the-biased and the distance-
based random walk model are evaluated and compared in théestion. Again,

a scenario size of 1000 by 1000 meters is used. 100 nodes aredpkvenly
distributed in the simulation plane. The mobility modelg tise configurations
shown in Table 4.4 and Table 4.5.

First, we take a look at the node speed distribution of thethased and the
distance-based random walk mobility models which are shiowkig. 4.12 and
Fig. 4.13 respectively. The results of Fig. 4.12 point oat the node speed of the
time-based random walk model is uniform distributed. Noi&t the minimum

Table 4.4:Random Walk - Configura-Table 4.5:Random Walk - Configura-

tion A - Time-based tion B - Distance-based
speedysin 1m/s speedsin 1mls
speed;qx 20 m/s speed;ax 20 m/s
pausesin Os pausesir Os
paus@rsax Os paus&sa. Os
Movement time-based Movement distance-based
Movement Duration 10s Travel Distance 200 m
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Figure 4.12:Random Walk(time) - Node Speed Histogram

node speed is 1 m/s. For this reason, the probability thatde meoves with
a speed between 2 m/s and 4 m/s is twice as high than the plibb#iat a
node moves with a speed of less than 2 m/s. Thus, the simutatdel speed
distribution reflects the distribution which is used to setbe node speed which
is the consequence of the time-based movement.

169



4 Evaluation of Routing Protocols

0.5 0.5
0.45 0.45]
0.4 0.4
0.35 0.35]
2 03 2 03
3 3
§0.25 8025
< <)
a 0.2 o 0.2
0.15 0.15]
0.1 0.1
0.05 0.05|
0 0
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18
Speed in m/s Speed in m/s
(a) 100 Seconds (b) 200 Seconds
0.5 0.5
0.45 0.45]
0.4 0.4
0.35 0.35]
2 03 2 03]
3 3
$0.25 '8 0.25
<) [
a 0.2 a 0.2
0.15 0.15]
0.1] 0.1
0.05 0.05|

0 2 4 6 8 10 12 14 16 18
Speed in m/s

(c) 400 Seconds

0 2 4 6 8 10 12 14 16 18
Speed in m/s

(d) 800 Seconds

Figure 4.13:Random Walk(distance) - Node Speed Histogram

The impact of the duration of the movement phase becomeswbby eval-
uating the results shown in Fig 4.13. The histogram reveaidagities with the
node speed histogram of the random waypoint mobility modehs in Fig. 4.10
since both models suffer from the fact that the duration efrttovement phase is
influenced by the distance towards the next destination.pEneentage of slow
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moving nodes in the distance-based random walk scenarighshcompared to
the random waypoint scenario.

However, the main difference between both models is thagsi@dhich apply
the distance-based random walk model always move the satandé during
each movement phase while the travel distance of the randaypaint model
depends on the current location of the node and the locafidimeonext desti-
nation. Thus, the movement period of the random waypointehiscaffected by
two random variables since the travel distance of the randagpoint model can
be regarded as an additional random variable. As a resaligtribution of the
movement duration of the distance-based random walk maouklkize random
waypoint model are different.

The histogram of the distance-based random walk model strmwes variation
than the histogram of the random waypoint model. Furtheemitie histograms
indicate that the random waypoint model has a shorter gahphase compared
to the distance-based random walk model.

The longer transient phase results from the fact that thartie-based random
walk model requires more time to generate a stable spatag dastribution as
shown in Fig. 4.14 and Fig. 4.15 compared to its time-basedteopart.

The long transient phase is caused by the high variationeofitination of the
movement phase. The duration of the movement phase maipnds on the
current location of a node since the nodes in the center add@rario may only
chose travel-distances up%a/ﬁx/m while nodes in a corner may travel twice
the distance during a single movement phase. Thus, the pegel glistribution
becomes stable as soon as the spatial node distributionaiskzed.

Random Direction

The random direction mobility model was introduced in [148]an alternative
to the popular random waypoint model which has certain utechoharacteris-
tics, like the high node density in the center of the sceramibthe long transient
phase. The authors were looking for a mobility model whichagates an homo-
geneous spatial node distribution in order to determinepitienum node density.
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Figure 4.14:Random Walk (time) - Node Density

An homogeneous spatial node distribution minimizes théatian of the node
degree [148] compared to the random waypoint model wherespdriodically

move through areas of high node density. The random direatiodel has some

distinctive features depending on the used bouncing ruldgorithm 3.

In the first step of the algorithm, the node selects a randogctidn. If the
node is located at the border of the simulation plane the nimetibn is chosen
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Figure 4.15:Random Walk (distance) - Node Density

such that the node remains within the scenario. The nodedheses a random
speed and moves into this direction until it reaches the dyoofl the scenario.
After reaching the border of the simulation plane, the nod&sxa random period
of time until it selects a new direction and speed.

In [176], the authors introduced two additional bouncinkgsu They propose
to delete a node which reaches the border of the simulatenmephnd to replace
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1: Selectarandom direction direction € [0; 27]
(such that the node does not leave the scenario)
Select a random speedspeed € [speednrin; speediraz]
Move until the border of the scenario is reached
Bouncing rule:

a. Wait a random period of time

pause € [pausenrin; PAUSEMaz]

b. Delete the node and replace it with a new node

c. Place the node at the other side of the simulation plane
5. Gotostep 1l

hrwd

Algorithm 3: Random Direction Mobility Model

Table 4.6:Random Direction - Configuration

speedsin 1m/s
speedsas. || 20 m/s
pausesin Os
pausesq. Os

it with a new node. The position of the new node should be ahesth respect
to the initial spatial node distribution. The second rulegto emulate a bound-
less scenario by placing the node at the opposite side ofiidation plane if
it reaches the border of the scenario. However, both bogneiles do not rep-
resent an optimal choice for the simulation of a wirelessade since former
established links will break at once after the correspapdiouncing rule is ap-
plied. For this reason, we focus on the original random ¢imeanobility model
presented in [148] where nodes wait a random period of tintkee§ reach the
border of the simulation plane.

Again, a simulation plane with a size of 1000 by 1000 metetsed in order
to allow a meaningful comparison with the other mobility ratsd Moreover,
100 nodes are placed at the same starting position as in éé@ps scenario.
The configuration of the random direction model is shown ibl&&.6.
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The evaluation of the random waypoint and the random walkehbdve
shown that the node speed distribution is mainly influencedhle travel dis-
tance. Note that the travel distance of the random directiodel only depends
on the location of the node and the chosen direction. As aetpresce, the du-
ration of the movement phase is influenced by the node speith igreflected
by the node speed distribution shown in Fig. 4.16
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Figure 4.16:Random Direction - Node Speed Histogram
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The results point out that the percentage of slow moving sigsléncreasing
due to the fact that slow nodes need more time to reach thedastination.
Therefore, the node speed distribution of the random daechodel after 800 s
is similar to the corresponding node speed distributiorhefrandom waypoint
and the distance-based random walk mobility model.

The random direction model generates a characteristimpatle distribution
which has some differences compared to the generated Ispadia distribution
of the other presented synthetic mobility models. Fig. 4iaws the spatial node
distribution after 100 s, 200 s, 400 s and 800 s. The resulisate that the lowest
node density is in the center of the simulation plane. A higlensity can be
recognized near the border and in the corners. The highex dedsity in the
corners is the consequence of the fact that the nodes chaasel@m direction
rather than a next destination. Nodes near a corner onlydraeagle of slightly
more than 90 degrees to leave the corner. Thus, there is ghadpability that
a node which is near a corner needs more than one movemerd fthéesave
it. For this reason, the simulation plane should have theeslod a circle if an
even spatial node distribution is desired [185]. The cogffact becomes more
dominant if the nodes pause for a certain time period aft@chiag the border.
Therefore, we decided to simulate continuous movement.

The impact of the corner effect can be mitigated if a deleteraplace bounc-
ing rule is applied as proposed in [176]. Thus, a node whielkthies the border
of the simulation plane is deleted and a new node is insettedsadom position
in the scenario. This bouncing rule affects the spatial rdisigibution such that
a slightly higher node density can be recognized in the cefitbe scenario. The
node density becomes lower towards the corner of the sifonlptan. However,
the delete and replace bouncing rule is not a practicalisolfor the simulation
of wireless networks due to the fact that the frequent chafitiee topology leads
to an underestimation of the network performance.

The results of Fig. 4.17 show that the spatial node distiobutf the standard
random direction mobility model is still changing signifithy after 400 s which
indicates that a long transient phase has to be taken inbuatc
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Figure 4.17:Random Direction - Node Density

4.2.3 Impact of Mobility on Routing

Routing protocols are affected differently by mobility @éegling on whether they
are reactive, proactive or hybrid. In addition, routingtpewmls which are based
link-state routing show a different behavior compared statice-vector based
routing protocols. Proactive and hybrid protocols havegmificant advantage
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over reactive protocols since they are able to quickly deimmlogy changes
due to the frequent probing of the network. Reactive prdtooaly detect link
breaks if they do not receive a response for a certain peffidione. Thus, re-
active protocols have to use short timeouts in mobile sienaDtherwise, the
protocols require too much time to detect topology chandashwesults either
in a high packet loss rate or in a high delay if lost packetgetransmitted.

Overhead

The majority of reactive protocols applies route repair hagisms in order to
re-establish broken routes. Therefore, the routing ot reactive protocols
usually increases with increased mobility since topologgnges become more
frequent [73, 186]. However, the routing overhead is al$ectéd by the active
route timeout which defines the valid time period of an actinate. Note that
reactive protocols, like AODV, establish a new route forrgv@ngle packet if the
packet inter-arrival time is longer than the active routeetiout. In this case, the
mobility has no significant impact on the routing overheadcWlis reflected by
the results in Subsection 3.5.6.

The overhead of proactive and hybrid protocols is not diyeaftected by the
mobility of the nodes in the network since both types of pcots periodically
transmit routing messages to maintain existing routes M8yertheless, the dis-
semination of routing information is influenced by the moeemespecially in
the case of OLSR which uses a MPR heuristic to select the fdimg nodes.
Thus, the calculated set of MPR forwarding nodes may comaiors which re-
sults in a less accurate dissemination of routing inforamatMoreover, errors in
the MPR forwarding set may even lead to a suppression ofrgirtformation if
links to nodes which are part of the MPR set are broken. Thbatitity of er-
rors in the MPR forwarding set increases with increased lityplAs a result, the
routing overhead of OLSR decreases with increased molaititghown in Sub-
section 3.5.6. This is in contrast to the hybrid SBR protogbkre the routing
overhead is not affected by the mobility since the forwagdifirouting informa-
tion is done hop-wise.
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Delay

Reactive routing protocols are greatly affected by dynatomlogy changes
since they have to frequently re-establish or repair brakernes. This is typi-
cally done by flooding routing information to detect new emitSome reactive
protocols, like AODV, also make use of local repair mechasisvhich limit
the flooding to a predefined number of hops. The mechanismhwbiased by
AODV is known as expanding ring search technique [65]. Isidalea is to in-
crease the flooding range step by step since it is assumed flwatding of the
whole network is not required to find an alternative routeuatbthe broken link.
This mechanism greatly minimizes the overhead of the rgyihotocol and thus
the network utilization. However, the delay increases ithlmases since packets
have to be buffered until a new route is established or thstiagi route is re-
paired [187]. The delay of proactive and hybrid protocolensy affected if the
established routes are based on inaccurate routing infammd& he time which
is needed to detect topology changes only depends on thenkeprobing fre-
quency which is independent from the mobility in the network

Reliability

The majority of WSNs is tolerant against packet loss sineéhih node density
results in redundancy which makes the network robust agaiimer loss of in-
formation. However, packet loss is only acceptable up tataicerate due to the
fact that the retransmission of packets is usually not aiooats a consequence
of the low data rate and energy constraints in WSNs.

Reactive protocols are only able to detect link breaks i the not receive
any data via the broken link for a certain period of time. Thhe packet loss
rate of reactive routing protocols mainly depends on thatiom of the route
timeout and the link duration. The protocol has no influentéhe link duration
since it is not able to modify the movement of the nodes. Ferréason, reactive
protocols have to use short active route timeout intergatgiickly detect broken
links. In this case, the protocols are able achieve an aabkepteliability at the
cost of a higher routing overhead [8].
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Proactive and hybrid protocols are also able to increaserti@bility in mo-
bile networks by transmitting routing information moreduently [11]. Never-
theless, the transmission frequency has to be chosen véfieceto the node
density and the available bandwidth. Otherwise, the digsstion of routing in-
formation may result in congestion or collisions on the oactiannel.

4.2.4 Real World Traces vs. Mobility Patterns

The introduction and discussion of the mobility models ia Bubsection 4.2.2
has shown that the movement which is generated by synthetiiilitg mod-
els does not reflect all aspects of human movement. Extestisvkes of real
world traces of mobile phone users [163] have shown that humavement
is affected by a large number of different factors, e.g. tvedlable infrastruc-
ture, the transportation system between points of interast individual fac-
tors(social bounds). Thus, the movement pattern of diffieirdividuals differs
greatly which makes it very complicated to find similaritieat can be used to
develop arealistic synthetic model. Their observationglséaown that the move-
ment pattern of different individuals remains almost cansbver a longer period
of time. The recorded traces revealed that the majority efsuenly travels over
short distances while others move regularly over more themdted kilometers.

It was shown in many research papers that movement of hunmanarémals
can be approximated by Levy Flights [188]. Levy Flights esmnt a special case
of random walks where the travel distance between two moresteps follows
a heavy-tailed probability distribution. Thus, on the oram¢h the probability is
high that a node moves only a short distance between two cotige movement
steps. On the other hand, there is a low probability that & modves into one
direction for a long period of time. The heavy-tailed distition of the travel
distance results in a different mobility pattern comparedhe time-based and
the distance-based random walk models.

However, as discussed in the beginning of this section, theement of in-
dividuals is influenced by many factors. Therefore, it issjimable whether a
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single mobility model can cover all aspects of human moventeumrthermore,
the question has to be answered whether a realistic mobibijel is required to
allow a meaningful simulative performance evaluation €fiedent routing proto-
cols.

From the perspective of a routing protocol, it does not méttee movement
itself is realistic or not as long as the environment whicheserated by the mo-
bility model, e.qg. link duration and node density, reflebis tharacteristics of the
target scenario. For this reason, it is recommended to &eathe performance of
routing protocols in a large set of different mobile scemsin order to get mean-
ingful benchmark which reflects the capabilities of the peols. A performance
comparison in scenarios with different mobility models ecessary since the
performance of routing protocols varies greatly dependinghe used mobility
model [189].

4.3 Performance Studies

In this section, we focus on different simulation aspectg, the scenario, the
wireless communication, the protocol parameters and thkiation, which have
to be considered to get meaningful results from a simulatMdareover, we

demonstrate how a small testbed can be used to validate &ationu

4.3.1 Scenario

Scenarios for performance evaluation of routing protobale to be selected and
configured carefully since a large number of issues affecp#rformance of the
protocols. The characteristics of the underlying MAC peolchave a great im-
pact on the routing protocol due to the fact that the majaitsouting protocols
uses the broadcast mechanism of the MAC protocol to dissgenimouting in-
formation. Thus, the dissemination of routing informatioay become a serious
problem if the messages have to be transmitted via a sharéidime
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The data rate of low-power transceivers for wireless sensdes is usually
below 250 kb/s which has to be considered when setting up alaion sce-
nario. The routing protocol has to be configured with resped¢he high node
density and low data rate. Moreover, the mobility patterrthaf nodes has to
be taken into account since the generated movement reswifférent network
characteristics, e.g. the spatial node distribution aaditik duration. In addition,
the shape of the simulation plane has an impact on the mopiéittern and the
topology which is often neglected. Furthermore, the gerdranovement may
lead to a temporary partitioning of the network. Thus, thevemeent should be
evaluated in advance to verify whether the movement whideirerated by the
synthetic mobility model meets the given requirements.

4.3.2 Wireless Communication

Many simulation tools, like ns-2 or OPNET Modeler, come veimplified prop-
agation models, e.g. free space or disc model, which negiest of the char-
acteristics that have great impact on the communicationnmuki-hop wireless
network [190]. Often, these models are even further sineglifo allow the sim-
ulation of large-scale networks within a justifiable periaictime. The authors
of [142] summarized the typical assumptions which are oftewe by simula-
tions, like circular transmission area, equal transmissange, and symmetric
links. Their research group showed in [191] that it is impattto compare the
results from real experiments with the results of the sitiorfa

Technical characteristics of the simulated hardware,teegCCA delay and
the turnaround time of transceivers, are also often negfledthe simulative per-
formance evaluation of the BPS-MAC protocol in Subsectidh®has shown
that the performance of a wireless network strongly depamdthe capability
of the transceiver in terms of CCA delay and turnaround tiFae.this reason,
the validation of a simulation, which uses a simplified sigmapagation model,
with a real testbed is indispensable [190].
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4.3.3 Protocol Parameters

Different performance metrics can be used to compare tHerpggince of routing
protocols. Typical metrics are overhead, packet loss afaldeowever, these
metrics are influenced by the scenario, the signal propagathe underlying
MAC protocol and the mobility of the nodes. The standard cpmétion of rout-
ing protocols is usually optimized for scenarios with a loeda density. Fur-
thermore, it is often assumed that nodes have no or littlelityooreover, the
majority of links are considered to be symmetric and reéabhich is typically
not the case in real WSNs [32].

Therefore, the comparison of routing protocols which ugedéfault config-
uration in non-standard scenarios will not lead to meanihgfsults. Instead,
optimized configurations have to be used in order to allowimd@amparison
of the protocols in terms of overhead, packet loss and delewever, finding
optimized configurations is not an easy task since manynmguirotocols, e.g.
AODV and OLSR, have a large number of configuration parareetéich have
to be chosen with respect to each other. Thus, the optiroizati the configu-
ration of the protocols requires a detailed knowledge ohgarameter and its
impact on the network performance. The protocols shouldbégured such that
they achieve the same performance for a particular metgcreuting overhead.
The protocols should then be compared with respect to deldyacket loss.

4.3.4 Mobility

Besides asymmetric and unreliable links, mobility repnéséhe most challeng-
ing problem for routing protocols. Mobility leads to frequeopology changes
which have to be detected quickly by the routing protocolrifen to achieve high
reliability since wireless sensor nodes are usually nat Bhffer a large number
of packets. The link duration and the spatial node distidiouare mainly respon-
sible for the link change rate. Therefore, the configuratibtine routing protocol
has to be chosen with respect to these mobility charadteridh addition, the
route establishment routine of the protocols has to be takeraccount due to
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the fact that reactive protocols are not able to detect tapyothanges as quickly
as their hybrid and proactive counterparts.

The results in Subsection 4.2.1 showed that the charaatesigatial node
distribution of synthetic mobility models varies deperglion their configura-
tion. Furthermore, the shape of the simulation plane ancapidied bouncing
rule affect the spatial node distribution. Thus, the geteekanovement should be
evaluated in order to verify that the network does not getitiamed during the
simulation as a consequence of the used mobility model.r@tbe, the gathered
statistics, e.g. the simulated packet loss cannot be cadpdéth scenarios where
nodes are connected during the whole simulation.

4.3.5 QoE-based Evaluation

In the beginning of Section 4.3, we outlined the importaniceatidating a sim-
ulation by using measurements from a real testbed. Theegsttenario has to
match with the used simulation scenario to validate andtt the simulation.
In this subsection we measure and simulate the performdre®ideo applica-
tion over a high data rate multi-hop wireless network in orfdedemonstrate a
QoE-based performance evaluation of the SBR protocol.

Therefore, we take a look at the perceived video qualityemstof focusing
solely on the packet delivery ratio since the QoE is the tasggmization metric
for this application. Furthermore, we discuss the pararaetethe SBR protocol
and focus on their impact on the video quality during topglobanges. Again,
the extended framework which was introduced in Subsectibi6 4 used to eval-
uate the perceived user quality.

Implementation

The programming language Java was used to implement thiegquibtocol to
allow its usage on different Operating Systems (OS). Mostroon OSs, e.g.
Linux and Windows, come with tools which allow the modificatiof their rout-
ing table without much effort. Therefore, the Java routipgleation has to de-
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tect which OS is used in order to know which commands are stggpdy the
OS. This enables us to manipulate routes in the table wittheuteed of notify-
ing other applications.

The implementation consists of three major packages. Tsiedire is repre-
sented by the network package which is used to receive anshtiidata packets
via the IEEE 802.11 interface. We use the Jpcap Dlibrary which is based on
WinPcap® to grab packets from the interface. The second package sover
figuration, routing table, and time management functiorts, témer and statistic
tasks, which are then used by the routing protocol. The beha¥ the routing
protocol and the used messages build the third package.

Incoming packets are detected and evaluated by a receslewtsich sends a
callback to the routing task to further evaluate the packieé routing task then
decides what actions have to be performed according to thteicoof the packet,
e.g. maodification of the routing table, changing of routimgries, forwarding or
dropping of the packet. Additionally, periodic tasks, Iltke hello message trans-
mission timer or the routing entry decrease timer, sendaelis to the routing
application.

A filter class was added to the network package which can be toskmit
the topology. Thus, we can restrict the topology of the &staccording to the
topology in the simulation. Furthermore, time triggeregdiogy changes can be
used to study the behavior of the protocol to deal with linkellts depending on
its configuration.

Video Sequences

We selected one of the standard video sequences which ishysadvariety
of video encoding and transmission studies by, e. g. thed/geality Experts
Group. This video sequence is called "Hall Monitor" and ¢stssof 300 frames
in CIF resolution (352x288 pixel) with 30 Hz frame rate. Itagelatively low-

2Jpcap - Java-based Packet Capturing Libharyp: // netresearch.ics. uci.edu/
kfujiil/jpcap/doc/
SWinPcap - Packet Capturing Libraiy,t p: / / waww. Wi npcap. or g/
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motion sequence such that the PSNR to MOS mapping shown la Zgbcan be
applied. Due to the fact that it is only 10 s long, we concatehtghe sequence six
times. Since the video is recorded with a static camera aé ik little motion in
the scene, the influence of this concatenation on the videodem performance
is low — even at the junctions. The resulting one minute loiig® was then en-
coded with the state-of-the-art H.264 video encoder x268]Wwith an average
target bit-rate of 128 kb/s. A key-frame was encoded evecprse in order to
have a good balance between coding efficiency and error eec@apabilities.
To give a better impression of the video sequence used, Hi§ dsplays a sam-
ple image together with the bit-rate profile and the PSNR betwthe encoded
and the original video. A second video sequence with moréametas selected
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Figure 4.18:Profile of the Hall Video Clip

to stress the performance evaluation methodology withesardappropriate for
entertainment applications.

Fig. 4.19 shows a sample image from the one minute long scene the
Movie “Star Wars III”. The resolution is 360x216 pixels arftetframe rate is
25 Hz. With current video encoding technology it is not pbkesio achieve an
acceptable PSNR with an average target bit-rate of 128 Klossequently, the
video clip was encoded with a target bit-rate of 256 kb/s. @ifierent content
of the selected clips is also reflected in the variations efdilze of the encoded
frames. While the only variations in the Hall clip are baBlicthe different sizes
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Figure 4.19:Profile of the SW3 Video Clip

of the I and P frames, the frame size fluctuations in the SW3ck much higher.

We performed a set of test runs in a specific scenario in ocdealibrate the
simulation with the measurements. Five wireless nodesrstially connected
to each other and transmit the encoded Hall video sequericg RIP [192]
from node 1 to node 5 as shown in Fig. 4.20. The nodes in thelaiion and
the testbed are configured such that they are forced to bistdray topology.
Thus, they are only able to receive messages from theirtdigdghbors. Node 5
represents an exception since it temporarily connectsetottiner nodes. We have
chosen this extraordinary example due to the fact thatliesitorst case scenario
for the routing protocol. A description of the connectivityring the simulation
and the measurement is given in Fig. 4.20. Note thatey and u are random
variables which are selected at the beginning of the sinemaccording to a
uniform distribution between -1 s and 1 s. The variables egaired to shift the
disconnection times in order to avoid the alignment withahfies.

At the end of each interval, the direct connections betweele > and node 1,
2, 3, and 4, respectively were detached which caused themsytst find a new
route. This represents a relatively harsh scenario sinegabisconnections rep-
resent the worst case for real-time applications. The madevant routing pro-
tocol parameters are the hello message interval and thegalgcrease interval
which are both set to 1 s. Due to the fact that the other pamsbave no signif-
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Figure 4.201llustration of the Connectivity during the Video Transsizn

icant impact in our scenario we skip their description siacetailed description
of all parameters is given in Section 3.5.

Using EvalVid, traces of the video files were generated, aioimg the size
and type of each video packet transmitted over RTP. AdditlgriP-level packet
traces were created using Wireshark at the transmittingenredving node. These
traces were used by EvalVid to calculate packet and fransefigsres as well as
reconstructing the received (possibly distorted) videssfilThe received videos
were then decoded using FFmpeg to be able to calculate th& RSN MOS
figures for the video quality evaluation. Fig. 4.21 compdhesframe loss of the
measurements and the simulations while Fig. 4.22 showstihesponding MOS
values for the received video. The overall frame loss ishtlijghigher for the
measurements which is caused by single packet losses dierfefences, multi-
path propagation, and moving obstacles. Moreover, theep&ge of | frames
lost in the simulation was slightly higher which was quitepsising. A closer
look at the trace files revealed that the starting times ofitkeonnections were
varying more during the measurements due to the human eaedutie. Against,
in the simulations the disconnection interval was quitdlstand accidentally
always during an | frame transmission. This effect is avdidethe following
parameter study by equally distributing the disconnecibervals.
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The bars in Fig. 4.22 show the percentage of frames with @iceMOS in
comparison to the reference videos (rightmost) MOS distitin. The reference
video reflects the coding loss and consists of 100% frames aviviOS of 4
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(good). In contrast to the raw frame loss these results drecthe quality degra-
dation caused by frames which could not be correctly decaoldedto losses of
previous frames. Though the | frame loss in the simulatioas gher, the qual-
ity of the video was worse in the measured scenario. Thistusezhby the rare
random single packet losses during the measurements witfiiaarice all follow-
ing P frames after the packet loss until the next | frame. Tingaict that single
packet losses have on the MOS and PSNR depends on the uselgreand its
configuration, e.g. the | frame rate. Moreover, the type déwiwhich is encoded,
e.g. action sequence or landscape stills, has a great impact

Considering the differences between the measurementshansirhulation,
the loss and MOS statistics are similar enough such that weaus on the
simulation. In the following we want to demonstrate how te tise simulation
for performance evaluation and parameter optimizatiorhefrouting protocol
to achieve an acceptable video quality even in the case apabisconnections.
Thus, we varied the hello message interval of SBR from 1.0vendo 0.1 s in
steps of 0.1 s and transmitted the video 100 times for eatimgefgain, the
multi-hop scenario with abrupt disconnections every 15sénmilated. The exact
disconnection times were equally distributed in a windowtdf s to avoid the
exact alignment with an | frame.

Fig. 4.23 shows the resulting average frame loss as welleaavttrage MOS
against the overhead of the routing protocol in percent efuideo traffic for
the Hall clip. Though the frame loss varies between 1 % and 8éwmverage
MOS only varies between about 3.7 and 3.8. The reason foistttiat each lost
frame can influence the following frames up to the next | fraiifeus, a loss of
consecutive P frames only has a slightly higher impact tharidss of a single
P frame. Moreover, the frames are fragmented in up to thrgeatRets in this
scenario. A frame is dropped by the decoder if one or moresdfaigments are
missing. Therefore, the loss of single fragment has the $apact on the MOS
than the loss of the whole frame.

Fig. 4.24 shows the percentage of frames with a certain MQ@®.tD the fact
that the expressiveness of the average MOS is limited in cimger videos.
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Fig. 4.25 shows the frame loss and MOS statistics for the-tigtion scene
SWa. Although the frame loss rate is not higher than in theogtion Hall clip,
the average MOS is suffering more from the losses. Thistefam the higher
differences between adjacent frames which lead to a highesitivity to lost
frames. Another factor is the appearance of frames with ya leg&r MOS (1-2).
In fact, the disturbances of the video quality are short ithlavestigated cases.

Fig. 4.24 shows the number of frames with a certain MOS in @spn to
the undistorted reference. In contrast to the average M@&sun Fig. 4.23(b)
and Fig. 4.25(b), it is shown here that the quality impactten3$Wa3 clip is much
smaller than on the Hall clip. This results from the fasterokeering in case of
losses due to the higher number of intra-coded parts.

The overhead of the routing protocol rises exponentiallthwtie downsizing
of the hello message interval. It is acceptable up to arouBd@®0f the applica-
tion traffic, since this is in the range of the protocol overthef RTP (1.7 % in
this scenario). The relative routing overhead is lower fier $W3 scenario due to
the fact that the bit-rate is higher than in the Hall scendri@ MOS distribution
bars in Fig. 4.24 show that the difference in quality betwdenhello message
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interval of 0.3 s and 0.4 s is not noticeable by human obseBa@rsidering the
smaller overhead, a hello message interval of 0.4 s of the[@BfRcol would be
optimal in this scenario regarding the perceived videoitual
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4.4 Summary

In this chapter, we introduced our performance evaluatieméwork for wire-
less networks. The framework can be used to evaluate andarentipe perfor-
mance of routing protocols in terms of overhead, packet, ldsky, jitter and
other performance metrics like QoE. External simulaticas e attached to the
OPNET simulation in order to increase the functionality feé framework. Fur-
thermore, the framework allows the exchange of packetsdmwirtual nodes
in the software domain and real sensor nodes in the hardweamaid. This kind
of simulation is known as hardware-in-the-loop simulatéord is supported by
the framework as long as the simulation can be run in readtifdditionally,
the functionality of the extended framework was introdueed demonstrated
by evaluating the performance of a wireless network in tesfrgacket loss and
QOE.

The characterization and evaluation of synthetic mobititgdels is another
central issue of this chapter. The evaluation of a seleaifaime most popular
mobility models has shown that the generated movement hasad ignpact on
the spatial node distribution and the speed distributioorddver, the node degree
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and the link duration were identified as key characteristitke mobility models.
The influence of these characteristics on the performaneritihg protocols was
outlined. Furthermore, a brief discussion of the diffeenbetween real world
traces and synthetic mobility pattern was given.

The third topic of this chapter is represented by the peréorte evaluation of
routing protocols in wireless networks. Therefore, the ntoportant simulation
parameters and assumptions were discussed, e.g. the catifigwof the proto-
cols and the simplification of the signal propagation moBeially, an example
of a performance study of the SBR protocol in a mobile netwaak given. The
focus of the study was laid on the hello message interval whas a direct im-
pact on the perceived video quality.
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5 Conclusions

The development of the BPS-MAC protocol and the SBR proteeaie mo-
tivated by two major trends. The first trend is representedMISNs which
close the gap between typical WSNs and more powerful ad hswonles. Sensor
nodes in WMSNSs are usually equipped with a high data ratefade, like IEEE
802.11 or Bluetooth. Moreover, the nodes have a larger ahuwdumemory avail-
able - compared to their WSN counterparts - in order to enain#o and video
communication. These networks are often optimized for tstevm monitoring
applications where nodes start to transmit multimedia datsoon as an event is
recognized.

The second trend is driven by the technological advanceenggrharvesting
and energy storing techniques which prolong the lifetimsesfsor networks. In
the early stages of WSNs energy harvesting techniques wairdynfocused on
solar panels. Nowadays, techniques which focus on vibraiitd temperature
differences to harvest energy make sensor networks a gaheilution for a
large number of long-term monitoring applications for thecaotive and the
avionic industry. Especially the latter is interested in MéSwhich are designed
for Structural Health Monitoring applications since wes$ solutions provide a
practical way to minimize the weight of airplanes.

In this thesis, we introduced and discussed performancesssf MAC and
routing protocols in the context of WSNs. The key commurécathallenges
were outlined which result from the special characterdst€ WSNs, e.g. lim-
ited hardware resources and high node density. Conterggwmiution represents
a performance critical task in dense WSNSs since many MAGpds solely rely
on the carrier-sense capabilities of low-power transesivypical transceivers
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require a long period of time to detect a busy radio chanrsgeeéally in the

case that the transceiver has been switched off or has toibehed from trans-

mit to receive mode. The duration of the switching phase isrofeferred to

as turnaround time. Transceivers are not able to sense tHeimeluring the

switching phase which leads to a large number of collisiondense networks
with correlated event-driven traffic load. Moreover, theAC@elay - which is the

period of time that is required by a transceiver to detecsth&e of the medium
- was identified as performance limitation factor for MAC fareols. The impact
of the CCA delay and the turnaround time on the network peréorce depends
on the node density and the correlation of the traffic. Fos thiason, CSMA
protocols with random access do not represent an optimatetior structural

health monitoring applications since they have high demmanderms of delay
and reliability. Therefore, CSMA-based protocols havepplaacknowledgment
mechanisms in order to assure reliable connectivity. Hewewe transmission
of acknowledgments and the retransmission of packetsagserthe utilization of
the medium. As a result, the number of retransmissions mélyduincrease due
to a higher collision probability as a consequence of thadvigitilization. This

behavior may even lead to a collapse of the network deperafindpe retrans-
mission strategy.

The BPS-MAC protocol was developed to directly addressithédtions of
low-power transceivers. Its new sequential preambleébasatention resolution
reduces the number of competing nodes step by step whichsmhkeproto-
col attractive to Structural Health Monitoring applicattowhere the correlated
event-driven traffic represents a serious issue. It is abtkeal with a high num-
ber of competing nodes due to the stepwise contention r&solT he contention
resolution mechanism of the protocol can be tuned in ordaciieve the desired
trade-off between delay and reliability. The medium acpessedure is indepen-
dent from the hardware capabilities of the transceiver hod tan be applied on
almost any sensor platform. Furthermore, the protocol take more advantage
of next generation low-power transceivers compared to CSged protocols
since its performance improves with shorter CCA delays.
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Routing protocols are usually developed for a set of scesawith a certain
traffic pattern and network architecture. However, the bdipaof the protocols
to adapt themselves to different network conditions is rsein the context
of WSNs. New trends, like WMSNs, come with additional regments on the
routing protocol apart from the typical WSN requirements.

The SBR protocol provides new mechanisms and an adaptivengometric
in order to achieve high performance in WSNs and WMSNs. Tin¢opol is
designed such that it is able to deal with many of the cha#iefigmobile wireless
networks without the need of complex algorithms or a largewam of memory.
Its adaptive cumulative routing metric minimizes the timeieh is required by
the protocol to detect topology changes. The detection tinshort enough to
support a high perceived video quality even in the presehfrequent topology
changes due to unreliable links or mobility. SBR can opdreseproactive or in a
hybrid mode. The hybrid mode generates less routing ovdrtiee the proactive
mode since no routing messages are transmitted in the absémtata traffic.
Thus, the hybrid mode should be used in typical WSN scenavitere nodes
have very limited energy resources. The routing overhealeoprotocol scales
with the number of data sinks since routing messages areemetrgted by other
nodes. This makes the protocol a good choice for networks avémall number
of sinks. In addition, nodes can be set to a passive modeivPassles may use
existing routes but do not forward any routing messagestwinimimizes their
energy consumption. This mechanism allows to assign theggrensuming
task of routing message forwarding to less energy constnattes. Furthermore,
these nodes are then used by the protocol to forward data{sackich prolongs
the lifetime of the network. The proactive mode is dedicdtechigh data rate
wireless networks where routes should be established eragvo minimize the
delay in the network. Thus, the nodes periodically transatiting messages even
if no data packets have to be transmitted. The periodic tn&sson of routing
messages in combination with its adaptive cumulative metiow the protocol
to quickly detect topology changes which results in a higicgiged quality of
multimedia applications.
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List of Acronyms

AODV
BATMAN
BP-MAC
BPS-MAC

CCA
CDMA
CSMA
CTS
DRVF
DRVI
DSDV
DSR
ETX
FDMA
GBR
HLA
HMI
IRVF
LEACH
LPL

Ad hoc On-Demand Distance Vector
Better Approach to Mobile Ad hoc Networking
Backoff Preamble-based MAC Protocol
Backoff Preamble-based MAC Protocol with Sequar@ion-
tention Resolution

Clear Channel Assessment

Code Division Multiple Access

Carrier Sense Multiple Access
Clear-To-Send

Decrease Routing Value Function
Decrease Routing Value Interval
Destination-Sequenced Distance-Vector
Dynamic Source Routing

Expected Transmission Count

Frequency Division Multiple Access
Gradient Based Routing

High Level Architecture

Hello Message Interval

Increase Routing Value Function
Low-Energy Adaptive Clustering Hierarchy
Low-Power-Listening
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Acronyms

MAC Medium Access Control

MCFA Minimum Cost Forwarding Algorithm
MMSPEED  Multipath Multi-Speed Protocol
MOS Mean Opinion Score

MPR Multi-point Relay

MRV Maximum Routing Value

OLSR Open Link State Routing

PSNR Peak Signal-to-Noise Ratio

QoE Quality of Experience

QoS Quality of Service

RREP Route Reply

RREQ Route Request

RSE Relative Speed Estimation

RSSI Received Signal Strength Intensity
RTP Real-time Transport Protocol

RTS Ready-To-Send

S-MAC Sensor-MAC

SBR Statistic-Based Routing

SHM Short Hello Message

SHMI Short Hello Message Interval

SNR Signal-to-Noise Ratio

TBEBA Truncated Binary Exponential Backoff Algorithm
TDMA Time Division Multiple Access
Wise-MAC  Wireless Sensor MAC

WMSN Wireless Multimedia Sensor Network
WSN Wireless Sensor Network
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