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1 Introduction

Currently, the development of wireless communication systems is un-
dergoing an important paradigm shift. The transition from purely voice-
oriented wireless telephony to the so-called third generation (3G) is immi-
nent or has already begun in a few countries. This leads to the possibility
of introducing new services to the wireless community that were so far
only available in wireline networks. The growing importance of internet
applications such as browsing the World Wide Web or sending and re-
ceiving electronic mail has made it a necessity for many users to have
access to these applications from anywhere the user wants just like using
a wireless phone.

However, most of these new applications also demand a higher band-
width than voice traffic and require the introduction of new technologies
that permit the transmission of circuit-switched and packet-switched traf-
fic. The tendencies that can be seen here lead to the gradual convergence
of the internet and the wireless world. So far, this wireless world con-
sisted mainly of heterogeneous systems where mobile service providers
from different countries or territories operate their networks with differ-
ent access technologies. For example in Europe predominantly GSM ser-
vices can be found, whereas in the USA only limited GSM coverage is
provided and other systems, e.g. AMPS or cdmaOne, are mainly in use.
The aims of the standardization organizations towards the third genera-
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tion are to achieve a truly ubiquitous wireless system that permits global
roaming.

The aforementioned aims are attempted with the introduction of
Wideband CDMA as access technology for the air interface. This is mainly
due to its superior capacity compared to narrowband systems. However,
the significant differences between Wideband CDMA and conventional
second generation systems requires also new paradigms in the dimen-
sioning and planning of networks. Unlike GSM the capacity of CDMA-
based networks is not a fixed term, but its soft capacity leads to a descrip-
tion of the term coverage that differs from its conventional use. Instead of
being dominated solely by the RF transmission aspects, there is an inter-
action in CDMA networks between coverage, capacity, and the quality of
service. It is therefore especially important to investigate the stability of
the system and all influences on the capacity and coverage before rolling
out new networks.

The intention of this monograph is to provide analytical models to fa-
cilitate the performance evaluation of third generation wireless networks.
Detailed knowledge of the system behavior is therefore a crucial issue
for a proper dimensioning and planning of communication networks.
Therefore, Chapter 2 presents a brief introduction to the basic principles
of CDMA technology and discusses the essential features that influence
the evaluation of the system capacity. At the end of this chapter, simple
capacity equations are discussed which serve as the foundation for the
extensions in the following chapters. As the focus of this work lies on
the modeling of the behavior of the power control mechanism, Chapter
3 provides some theoretical aspects that can be found in the literature.
This includes a mathematical formulation as an optimization problem
and several approaches to solving this problem will be outlined. This
is followed in Chapter 4 by the derivation of analytical models for the
power control loops, which allow for a stochastic description of the trans-
mission power of the mobile stations. The modeling technique is based



on a Markov chain that is discrete in time and state. After investigating
the performance of a single user, Chapter 5 provides an examination of
the performance on the system level. A stochastic spatial model is used
for randomly characterizing the user locations within the cells. The anal-
ysis of the system performance is at first considered for a cell with a sin-
gle class of users and extended to include also multiple service classes
and the influence of soft handover between multiple cells. The obtained
results can be used to provide some hints to the network planner and
Chapter 6 discusses two examples utilizing the spatial stochastic traffic
model. Finally, Chapter 7 summarizes this monograph and provides an
outlook on further research.
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2 Principles of Code Division
Multiple Access

This chapter serves as an overview of the Code Division Multiple Access
(CDMA) technology. We begin with the fundamentals of spread spec-
trum modulation and derive simple equations describing the capacity of
CDMA systems. The essential features of CDMA will be presented and
the most important differences between the second generation system cd-
maOne and third generation Universal Mobile Telecommunication Sys-
tem (UMTS) will be pointed out.

2.1 Multiple Access Schemes

In any communication system where many users simultaneously share a
common resource there is a need for a multiple access scheme. All users
compete for an often only limited pool of resources, e.g. a limited num-
ber of traffic channels. This is especially true in wireless communications,
where the communication is performed by modulating the information
signal onto an RF (radio frequency) carrier in a very limited frequency
spectrum. The multiple access scheme is required in order to utilize the
bandwidth efficiently and to achieve a high system capacity.
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Additionally to the access scheme, duplexing is required for wire-
less systems. Duplexing is the feature of transmitting and receiving at
the same time and can be performed either in the frequency or time do-
main. In Frequency Division Duplexing (FDD) two separate frequency
bands are used for the uplink direction, i.e. the connection from the mo-
bile station (MS) to the base station (BS), and the downlink, i.e. the BS-to-
MS path. Alternatively, Time Division Duplexing (TDD) utilizes the same
frequency band for both link directions and separates the user signals by
time slots.

Among the multiple access schemes, Frequency Division Multiple
Access (FDMA), Time Division Multiple Access (TDMA), and Code Di-
vision Multiple Access (CDMA) are the most popular, see Rappaport
(1996). In FDMA, a frequency band or channel is assigned to each user
and is maintained for the complete duration of the connection. Examples
of FDMA systems are the US analog cellular system Advanced Mobile
Phone System (AMPS), which is based on FDMA/FDD, or the Digital
Enhanced Cordless Telephone (DECT), operating with FDMA/TDD. In
TDMA, the spectrum is divided into cyclically repeating time slots in
which only a single user can transmit or receive. A prominent example
for a system operating with TDMA/FDD is the Global System for Mobile
Communication (GSM), see Mouly and Pautet (1992).

In contrast to the aforementioned access schemes, CDMA uses or-
thogonal codes to distinguish the individual traffic channels. As the focus
of this monograph lies on systems based on CDMA, we will elaborate on
this access scheme in greater detail in the following section.

2.1.1 Spread Spectrum Multiple Access

CDMA is a multiple access system based on Spread Spectrum that has
enormously gained in importance since its introduction to wireless com-
munications. Spread spectrum systems were originally developed for
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military applications in the mid 1950’s due to their robustness against
jamming and interference and the low probability of intercept. A defini-
tion of spread spectrum is given by Pickholtz et al. (1982):

Definition 2.1

Spread spectrum is a means of transmission in which the signal occupies
a bandwidth in excess of the minimum necessary to send the informa-
tion; the band spread is accomplished by means of a code which is inde-
pendent of the data, and a synchronized reception with the code at the
receiver is used for despreading and subsequent data recovery.

In this work, we focus on the most common form of spread spec-
trum, which is known as Direct Sequence Spread Spectrum (DS-SS). Here,
the spreading codes are pseudo-noise sequences with a transmission rate
measured in chips per second (cps) that is many times greater than the
information bandwidth in terms of the user data rate in bits per sec-
ond (bps). The energy in each mobile station’s signal is, therefore, spread
over the entire transmission bandwidth and appears like noise over the
radio channel. Another spread spectrum variant is Frequency Hopping
Spread Spectrum (FH-SS) where the carrier frequency is hopped pseudo-
randomly within the transmission band. This method is used for example
in Bluetooth technology, cf. Haartsen (2000).

In DS-SS systems, each user transmits with a certain information bit
rate R and shares the same radio frequency (RF) bandwidth W with the
other users. The ratio between W and R is commonly referred to as the
spreading gain or processing gain.

The spreading itself is performed by modulating the user’s data sig-
nal on a noise-like carrier with higher frequency, see Fig. 2.1. The major
benefit of using noise-like carriers is that the system becomes more robust
to interference. However, since each user’s signal appears as noise over
the air interface, he contributes to the total interference. Since the connec-
tion quality requires a minimum quality in terms of bit-energy-to-noise
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Figure 2.1: Simplified voice transmission in cdmaOne

ratio (E,/No), the total level of interference ultimately limits the capacity

of CDMA systems.

The reduction of interference is, therefore, essential in order to max-
imize the system capacity in CDMA. This is enforced by a number of
means, e.g. the use of transmission power control, variable bit rate voice
coding, and antenna sectorization. The influence of these mentioned

items on the system capacity will be sketched in the Section 2.4.
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2.1.2 Examples of CDMA-based Systems

cdmaOne/IS-95

In 1993 the Telecommunications Industry Association (TIA) interim stan-
dard IS-95A (TIA/ZEIA/1S-95 1993) was completed. It was proposed by
Qualcomm Inc., San Diego, and defined the three lowest layers of the
protocol stack for a CDMA wireless system. Later, in June 1997, an ex-
tended standard was proposed by the name I1S-95B, which included data
transmission with 64 kbps. From then on, the family of 1S-95 standards
was renamed to cdmaOne. Today, cdmaOne is operated worldwide with
major markets in North and South America, as well as in Asia. The num-
ber of subscribers surpassed the 100 million boundary in September 2001,
see CDMA Developers Group (2001).

multiple access CDMA/FDD
chip rate 1.2288 Mcps
carrier bandwidth  1.25 MHz
spreading factor 128 (Rate Set 1)

frame length 20 ms/16 slots

modulation QPSK/0QPSK

synchronization BS: via GPS, MS: via Pilot-/Sync-channels

handover mobile assisted

power control uplink_: open |OOp/C|0$€(-1 loop, 800 Hz
downlink:  slow p.c. for Paging-Ch.
uplink: 869-894, 1930-1980 MHz

frequency band .
downlink:  824-849, 1850-1910 MHz

Table 2.1: Air interface parameters of 1S-95

The parameters of the air interface specification in 1S-95 are given in
Tab. 2.1. The user data rate for traffic channels in cdmaOne is commonly
9.6 kbps (Rate Set 1) or 14.4 kbps (Rate Set 2).
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As specified in Tab. 2.1, fast power control is performed only on the
uplink. We will discuss the involved mechanisms in greater detail in Sec-
tion 2.2. On the downlink, the 1S-95 standard does not specify any exact
algorithm for power control, but leaves it to the manufacturer. The MS
measures the downlink quality in terms of frame error rate and reports
this in a power measurement report message (PMRM) to the base station.
This report is sent either periodically or when a certain threshold is ex-
ceeded and the base station may then update its power according to these
reports. The step size of power control is about 0.5 dB and the dynamic
range is + 6 dB. Power updates are performed every 20 ms.

Universal Mobile Telecommunication System (UMTS)

The Universal Mobile Telecommunication System (UMTS) is the Euro-
pean proposal for third generation wireless communication (3G). It is part
of the ITU’s approach to provide a global family of 3G wireless systems
known as IMT-2000 (International Mobile Telephony). The main goal is
to replace second generation systems that are limited to voice or short
message services and to provide high speed, packet-oriented access to
wireless terminals. Especially with the enormous increase in importance
of Internet applications, e.g. the World Wide Web (WWW) or E-Mail, the
introduction of 3G will provide a convergence of wireless and wireline
communications.

Several IMT-2000 approaches exist worldwide. The coordination of
the standardization is performed in international organizations, like the
3rd Generation Partnership Project (3GPP) which combines the Japanese
and the European standardization efforts. Especially the Japanese mar-
ket has shown that a demand for wireless data services exists. The in-
troduction of i-mode, which is a mobile packet-oriented Internet access,
has seen a tremendous increase in the number of subscribers which has
reached 30 million in December 2001. Capacity limitations of the existing

10
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systems have also led to the first commercial introduction of 3G in the
greater Tokyo area in October 2001 under the name of FOMA (Freedom
of Multimedia Access).

Circuit/PSTN domain

Packet/IP domain

|&—— Access Network ——¢—— Core Network —»{<¢ Interworked >

Network

Figure 2.2: Architecture of UMTS Release 99

Although a truly global wireless standard is attempted, difficulties
due to political and economical decisions remain. For example, the North
American proposal for 3G is CDMA2000, which provides a backward
compatibility to cdmaOne, but uses a slightly different chip rate com-
pared to UMTS. The first phase of CDMA2000 is known as CDMA2000
1x, which refers to the existing spectrum allocations for cdmaOne with
1.25 MHz carriers. The future evolution of CDMA2000 is denoted as
CDMAZ2000 1XEV which consists of CDMA2000 1xEV-DO (Evolution -
Data Only) with data rates up to 2.4 Mbps and CDMA2000 1xEV-DV

11
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(Evolution Data/Voice), which integrates voice and data on the same
1.25 MHz carrier and offers data speeds of up to 4.8 Mbps.

In Europe the existing GSM system is supported in the standardiza-
tion of UMTS in order to provide a seamless migration from 2G to 3G.
Fig. 2.2 shows that the GSM base station subsystem (BSS) is not only con-
nected to the GSM core network, but also to the UMTS/GPRS packet-
oriented core network. Handovers between both systems will also be
possible. Note that in the following we will mainly use the conventional
terminology for a base station and base station controller, but wherever
appropriate we will use the new terms NodeB and Radio Network Con-
troller (RNC) when we specifically refer to UMTS.

The air interface of UMTS is denoted as UTRA (UMTS Terrestrial Ra-
dio Access), which operates in two modes, FDD and TDD. Since FDD will
be the most common duplex method, we will focus on the FDD mode,
which is also known as WCDMA (Wideband CDMA) in order to distin-
guish it from the narrowband second generation cdmaOne technology.
WCDMA operates with a chip rate of 3.84 Mcps and data rates between
12.2 kbps for voice up to 2 Mbps for high speed multimedia services. The
higher chip rate increases multipath diversity especially in small urban
cells and leads to a higher coverage than cdmaOne. Table 2.2 summarizes
the most important air interface parameters for WCDMA in UMTS.

Although both systems, cdmaOne and UMTS, operate with DS-
CDMA, there are several major differences between them, the most strik-
ing one being the support of for multimedia services. In the following
two sections we will elaborate on two main features of CDMA networks:
power control and soft handover. The implementation of soft handover
varies slightly for both systems. Whereas, cdmaOne uses fixed thresholds
for maintaining the set of connected BS (active set), UMTS uses relative
thresholds based on the strongest (or weakest) pilot powers.

12
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multiple access CDMA/FDD

chip rate 3.84 Mcps

carrier spacing 5 MHz

spreading factor  uplink: 4-256, downlink: 4-512

frame length 10 ms/15 slots

modulation uplink: (dual channel) BPSK, downlink: QPSK
synchronization  not required

handover soft, softer, and hard (for interfrequency HO)
power control open loop/closed loop, 1500 Hz

frequency band  uplink: 1920-1980 MHz
downlink: 2110 - 2170 MHz

Table 2.2: UMTS (WCDMA) air interface parameters

2.2 Power Control

In the previous sections we have already seen that all users on the up-
link of a CDMA system share the same transmission band and therefore
interfere with each other. Furthermore, mobile stations will be located in
the cell at varying distances from the BS. If all users were transmitting
at equal strengths, users near the base station would dominate over the
users located farther away. This is known as the near-far effect. In or-
der to operate efficiently, CDMA requires that all users are received with
nearly equal power at the base station. To achieve this goal, transmission
power control is implemented, where the receiver controls the power of
the transmitter in order to achieve a certain target link quality in terms
of received bit-energy-to-noise ratio (E,/No). In addition to compensat-
ing the interference by other users, power control also improves the per-
formance against fading and the power reduction also prolongs battery
lifetime.

13
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Power control is by no means only limited to CDMA systems. In fact it
is also used in GSM to reduce the inter-cell interference and increase the
frequency reuse factor and capacity, see Pichna and Wang (1999). Other
systems like the cordless telephony standards CT2/CT2PLUS or Blue-
tooth also employ power control.

In CDMA systems two types of power control are used on the uplink:

e open loop, and
e closed loop.

In open loop power control the MS uses the received signal strength on
the downlink Pilot-channel as an estimation of the path loss and sets its
transmit power accordingly. If the quality of the channel changes rapidly,
open loop can react very fast (in the range of microseconds). In spite of the
fast reaction to variations in the channel, open loop power control is not
able to compensate for Rayleigh-Fading. Uplink and downlink connec-
tions are performed in separate frequency bands, which makes the occur-
rence of Rayleigh fading effects independent for both channel directions,
see Walke (1998).

Contrary to that, closed loop power control works in a tight cooper-
ation between mobile and base station to overcome fluctuations on the
traffic channel. The closed loop itself consists of an inner and outer loop.
Within the inner loop?, the BS continually monitors the link quality of the
uplink in terms of received E}/No and compares it with a certain thresh-
old. If the received value is too high, then the MS is told to decrease its
power. On the other hand, if it is too low, the link quality is not good
enough and a power-up command is sent. The time cycles of the power
updates is referred to as power control groups (PCG) and is 16 or 15 times
per frame for cdmaOne or UMTS, respectively.

1In 3GPP terminology the inner loop is also simply denoted as closed loop.

14
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downlink L
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power uplink L ]

\

channel

Figure 2.3: Basic closed loop power control in cdmaOne and UMTS

After a complete frame has been transmitted, the power control al-
gorithm enters the outer loop. Its main goal is to maintain an accept-
able frame error rate (FER) by readjusting the E;, /N, threshold of the in-
ner loop after every frame, cf. Sampath et al. (1997), Holma and Toskala
(2000). The interaction between inner and outer loop is illustrated in
Fig. 2.3. It should also be noted that an MS in soft handover communicates
with the BSC or RNC via all base stations in its active set. In this case it
also receives several power control commands on the downlink. The MS
combines the received power control commands and only increases its
power if all base stations participating in soft handover demand an in-
crease in transmit power. Details on the soft handover mechanism will be
given in the following section.

An example of a simulation of closed loop power control in cdmaOne
is depicted in Fig. 2.4. The top figure illustrates the channel loss in dB of a
3-ray multipath fading channel. It shows the typical behavior of fast fad-
ing where the signal strength fluctuates rapidly over several dB. In the
center figure, the transmitted power is shown in dBm. It can be seen that
the shape is roughly the inverse of the channel loss. Whenever there are
fading drops, the transmitted power is increased in order to overcome

15
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Figure 2.4: Example of power control updates

the signal attenuation. The dynamic behavior of the transmitted power is
therefore influenced by the update rate and the power control step size.
The zigzag shape of the transmission power is caused by the discrete
power steps of 0.5 dB. In cdmaOne only a single bit is used for power
control that is multiplexed on the traffic channel after the convolutional
encoding and is therefore not error-protected. The transmission of a sin-
gle bit also results in the fact that there are only commands for increasing
or decreasing, but none for maintaining a certain power level. The bot-
tom figure shows the effective E;, /Ny that is achieved. The target Ej, /N
is kept approximately constant at 14 dB. It can be seen that the fluctua-
tions of the channel have an effect on the received link quality and that
the power control loops operate imperfectly.
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2.3 Soft Handover

2.3 Soft Handover

Another appealing feature of CDMA systems is during handover, i.e. how
an active connection is handled when the mobile leaves the coverage area
of one base station and enters that of another. Beside the possibility of
hard handover, where the connection to the new cell is established after
terminating the one to the old cell (“break before make”), CDMA offers
also the possibility to perform soft handover. In soft handover an MS is
connected to several base stations simultaneously via independent chan-
nels, see Fig. 2.5.

base stations in active set

best frame
is selected

/rﬂ/

Figure 2.5: Principle of soft handover with two base stations

On the uplink, the signals of the MSs are received by the involved
base stations and transferred to the BSC (or RNC). There, the received
data is combined by selecting the frame with the least errors (selection
combining). This effect is known as macro-diversity and greatly improves
the error performance of the system. On the downlink, the Rake receiver
at the mobile station can coherently combine the signals from all base
stations by treating them as additional multipath components. Since in
soft handover a new (additional) connection is always established before
the old one is terminated, it is considered a “make before break” scheme.
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2 Principles of Code Division Multiple Access

There is another reason for employing soft handover in CDMA. In
combination with power control, soft handover helps to reduce the inter-
ference from one cell to another. Since each connection to a base station
in soft handover includes a separate inner loop power control, the mobile
station’s transmission power is effectively controlled by the base station
with the least power requirements in order to maintain the desired target
E, /Ny, cf. Hashem and Secord (1999). Therefore, it is together with power
control an important interference-mitigation tool.

Furthermore, softer handover is also performed, in which neighbor-
ing sectors of the same cell support the MS’s connection. Both, soft and
softer handovers, can enhance the quality of the connection and increase
capacity and coverage area sizes, see Viterbi et al. (1994). Additionally,
third generation UMTS will also support inter-frequency hard handovers
to distribute the load among the frequencies of a cell and inter-system
hard handovers between UMTS and other systems, e.g. GSM. The follow-
ing sections provide more details on the soft handover implementations
in cdmaOne and UMTS.

2.3.1 Soft Handover in cdmaOne

The soft handover mechanism as described in the 1S-95 standard for cd-
maOne is initiated from the measurements on the downlink channel at
the MS. The mobile station registers the pilot signal strength in terms of
the chip-energy-to-interference ratio (E./Io) of each BS it receives and
stores it in one of four exclusive sets: the active, candidate, neighbor, and
remaining sets. Pilots are added and removed from the sets by comparing
them to the following absolute thresholds, see Fig. 2.6(a):

T_ADD A pilot in the neighbor or remaining set is moved to the candi-
date set, if its E. /I, is greater than T_ADD.

T_DROP A pilot in the active or candidate set is moved to the neighbor
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2.3 Soft Handover

set, if its E./I, falls below T_DROP for a period of T_TDROP
seconds.

The reason for using two different threshold values is to induce a hys-
teresis to avoid an oscillation effect of a pilot continuously being added
and removed from soft handover.

When an MS is in soft handover, i.e. two or more pilot signals are in
its active set, the mobile simultaneously maintains traffic channel connec-
tions with these cells. On the downlink the mobile uses the Rake receiver
to demodulate and combine the separate signals. On the uplink, the sig-
nal from the MS is received by both BSs and the frames are sent back
independently to the selector at the BSC and combined there.

Soft
Soft cell 2 cell 1 i handover cell 2

Pilot handover Pilot
E/I \ / E/1y /
; % Reporting
range

+ hysteresis

T_TDROP time AT Ar time
(a) Soft handover in cdmaOne (b) Soft handover in UMTS

Figure 2.6: Comparison of different soft handover implementations

2.3.2 Soft Handover in UMTS

The soft handover algorithm that is used in UMTS (3GPP 1999b) differs
slightly from the one in cdmaOne, cf. Fig. 2.6(b). While cdmaOne only
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2 Principles of Code Division Multiple Access

has absolute thresholds for set maintenance, UMTS uses a more flexible
scheme with relative threshold levels. The following parameters are con-
sidered:

e Reporting range is the threshold for soft handover.

e Hysteresis is an additional margin to avoid the oscillation effect.
There are several different hysteresis values for adding, removing,
or replacing pilots in the active set.

e AT is the time delay until the update is triggered.

The operations are always performed on the strongest and weakest pilot
signals in the active set, as well as the strongest measured cell in the can-
didate set. When the pilot signal lies in a margin less than the reporting
range plus the addition hysteresis to the strongest pilot in the active set
for a period of AT the new cell is added provided that the active set is not
full. A pilot is removed from the active set, if it falls below the reporting
range plus the removal hysteresis from the strongest pilot. Another case
is that the active set is full and a pilot in the active cell falls below the
strongest pilot in the candidate set. Then the weaker cell is removed from
the active set and the one from the candidate set takes its place.

2.4 Simple Capacity Equations

In digital communication systems, the link quality is expressed by the bit-
energy-to-noise-density ratio E;, /No. In the following we will describe the
received E} /Ny by the variable . This term can be related to the conven-
tional signal-to-interference ratio (SIR) T by
W W S

e=—I=— ,
R RItotaI

2.1
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2.4 Simple Capacity Equations

where S is the received signal power, W is the frequency bandwidth, R is
the bit rate, and I IS the total received interference.

In the following, we examine the capacity for a simplified case of
the uplink as this is the main focus of our investigation and generally
also considered as the limiting link. Simple analytical expressions for the
downlink can be found in Gilhousen et al. (1991), Rappaport (1996), Garg
(2000), or Holma and Toskala (2000).

base stations
—
mobile stations / i
By
ens . .
u"“‘ % e, ..'.
. o ‘.‘ '..
other-cell interference [ J

own-cell interference

Figure 2.7: Uplink own-cell and other-cell interference in COMA

An example of the uplink scenario is depicted in Fig. 2.7, where the
Ey /Ny for a specific user is measured at the BS. In order to evaluate the
E, /Ny value we need to specify Iy in Eqn. (2.1). It can be seen in Fig. 2.1
that the total interference power on the uplink consists of the following
contributions:

e background (thermal) noise density No,
e external interference,

e own-cell (=intra-cell) interference Iown, i.€. the interference by other
users in the same cell,

e other-cell (= inter-cell) interference Iomer, i.€. the interference by
other users in neighboring cells.
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2 Principles of Code Division Multiple Access

Whereas the first two sources of interference can be found in other
wireless systems as well, the latter two are unique to CDMA. This is
due to the fact that all users operate in the same RF transmission band.
The fundamental capacity equations for the uplink were first given by
Gilhousen et al. (1991) and are summarized in Viterbi (1995). In order
to simplify the calculation, no other-cell interference is at first taken into
account. Further studies by Viterbi, Viterbi, and Zehavi (1994) or Evans
and Everitt (1999) extend these models to include the computation of the
other-cell interference.

In the following, we will follow the derivation by Garg (2000). Let us
consider a single cell loaded with K users that are in power control with
the base station. The total interference power for user i is composed of the
received signal powers S; from all other users in the cell

s
Tiota = E _VV] + No, (2.2)
J=1,j#i

where v is the (voice) activity factor. Voice activity detection of the speech
encoder causes that data is only transmitted at full rate when the user
actively speaks. In silence periods the data rate is reduced to a much lower
level and thus less interference is created.

If we assume perfect power control, all users are received with exactly
the same signal power S. We can now simplify Eqn. (2.2) as

K-1)vS
Tiota = E-_DvS W) + No. (2.3)

Inserting Egn. (2.3) in Egn. (2.1), the E; /Ny on the uplink can be given

for an arbitrary user as

_w s
T R NoW + (K —1)vS

€ (2.4)

Solving Eqgn. (2.4) for K yields the capacity in terms of the number of

22



2.4 Simple Capacity Equations

users in the system

w (1 NoW
K=14+—|(—)— . 2.
+ R <I/6> vS 25)

Note that this is only a rough approximation that considers a single
cell without any interference from neighboring cells. To roughly include
the effects from the surrounding cells we at first need to introduce the
loading factor n. This term indicates the increase in interference above
the own-cell interference due to the neighboring cells. A related value to
n is the frequency reuse factor F,

1

F = m
For a single cell, the reuse factor is then 1 and the loading is 0. When mul-
tiple cells are considered, the cell loading 7 increases and F' decreases. A
typical value of n = 0.6 is often found in the literature, see Ojanperé and
Prasad (2001).
If we include the loading factor n from the other cells, Eqgn. (2.4) be-
comes

é= w s (2.6)
T R NoW+ (K —-1)vS(1+1n) '
Again, we can solve for K and then get
w 1 NoW
K=1+4+— - . 2.7
+R (1/6(1-1-77)) vS(1+mn) @7)

Foralimit of S — oo, i.e. if we assume unlimited received powers, the
last term in Egn. (2.7) approaches zero and a maximum of K is reached at

W 1
kpole =1+ E <m) ) (2-8)

which is called the pole capacity of the system.
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2 Principles of Code Division Multiple Access

We can also solve Eqgn. (2.6) for .S to obtain the required received
power of the MS and get

EN()W

Y (K-D)v(1+ne

S:

(2.9)

We should keep in mind that Eqn. (2.6) only considers a single cell
with a single class of service and is therefore only of limited use in
UMTS capacity evaluation. For instance, in a 3G network the pole capac-
ity would not be expressed by the number of users, but rather by the total
data rate per cell. In Chapter 5 we will give a more detailed analysis of
the uplink capacity in the presence of spatially distributed users.
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3 Theoretical Aspects of
Power Control

The simple capacity equations of Section 2.4 have shown that CDMA sys-
tems require a control of the transmission powers in order to reduce the
overall interference in the system. In general, the problem is related to
both link directions, uplink and downlink. However, as our focus in this
monograph lies in the investigation of the uplink, we will always assume
an uplink scenario, where the transmitters are the MS and the receiver
is the BS. In this chapter we discuss theoretical aspects of power control
that can be found in the literature. Since a large amount of this work was
presented by Jens Zander of the KTH Stockholm, we will follow Zander
and Kim (2001) as our main reference in notation and definitions.

3.1 Problem Formulation

Let us consider a receiver ¢ and a transmitter j with a link gain G;; be-
tween i and j. Further, assume there are K transmitters, where trans-
mitter j uses a power P;. We can arrange all transmission powers of the
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3 Theoretical Aspects of Power Control

transmitters as a transposed vector
P=(P,...,Px)".

In Section 2.4 we already encountered the formulation of the SIR
which is now considered at the receiver ¢,

i s
r=—0o©? , (3.)
Z Gij P; +n;
1,j#i

j=
where n; denotes the noise power at receiver i.
The transmitter 7 is said to be supported if it has a SIR satisfying

i > i, (3-2)

where ~; is a target threshold indicating the lowest acceptable link quality
for user i. Combining Eqgns. (3.1) and (3.2) and solving for P; yields the
minimal transmission power that transmitter 7 should use to achieve the
target SIR,

K
Pxv| S Gij p 4 i (3.3)
rE Gii 7’ Gii | '

j=l#i

In order to formulate the power control inequalities for all users, we
introduce a K x K non-negative normalized link gain matrix H with en-
tries

Gij . .
e 1
Hy = Yigs, tFJ 3.4
0, 1=
and the normalized noise vector N with entries N; = +; -. The Eqn. (3.3)
can now be expressed with the new variables as

K
P; > (Hij P+ N) (3.5)

j=1
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3.1 Problem Formulation

and thus leads to a matrix notation for all K inequalities
(1-H) P> N, (3.6)

where | is the identity matrix and the inequality comparison between two
vectors represents a componentwise comparison between the entries of
both vectors.

It can be observed that in some cases if the target SIR or the link gain
increases, not all users can be accommodated by the system. One of the
main goals of power control is therefore to find a power vector such that
the number of supported users is maximized. This feature is reflected in
the following definition.

Definition 3.1
The target SIR ~; is said to be achievable if there exists a non-negative
power vector P such thatT'; > ~; for all i.

Zander and Kim (2001) show that ~; is achievable if the dominant eigen-
value of the matrix H is less than or equal to one. In case it is one, the
target SIR is only achievable when the receiver noise is zero.

So far only the transmitter power was considered as adjustable fac-
tor for the radio resource management. This is true for 2nd generation
wireless systems. 3G systems, however, offer multimedia services and,
thus, the transmission data rate and the quality of service also become
adjustable radio resources. This leads to the possibility of a joint power-
rate-QoS control, see Yanikdmeroglu (2000). We will discuss this type of
power control in Section 3.5.

In summary, the goal of power control can be perceived as finding the
power vector P and the rate vector R = (R, ..., Rx)" that will satisfy
the QoS, power, and rate constraints

Fi Z i 0< Pz S Pimax RZ Z R;nin VZ, (37)
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3 Theoretical Aspects of Power Control

where P;*** is the maximum allowable transmission power for user i and
R™™ js the minimum required bit rate for MS i.

If there is more than one solution of Egn. (3.7), an optimization is nec-
essary to find the vectors P and R.

. B r i .
bR 0 maxd R (38)
subject to I'>~, 0 <P < P™a R > R™™
Here v = (y1,...,7x)" is a vector containing the minimum required

SIR for all users and R™™ and P™®* are vectors with the rate and power
bounds.

There are in general three different categories of approaches to solving
the power control problem. These methods depend on the link informa-
tion that is available at the computation time. The methods are shown
in Figure 3.1 and consist of the centralized, cooperative, and distributed
methods.

Power Control Algorithms
i

v v v
Centralized Cooperative Distributed
l
¢ ! |
global link info limited link info very limited link info
P =f(G) Plnt1) =f( P(”), () ) pj(nﬂ) =f( Pi(n)r ri(n) )
e.g. SIR Balancing with e.g. Discrete
- optimal removal Constrained Power
- stepwise removal Control (DCPC)

- sequential removal

Figure 3.1: Overview of power control algorithms

28
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The centralized power control methods assume a global knowledge
of the link gain matrix G and permit an instantaneous computation of the
entire power vector P. Although an optimum solution is possible with
this method, it has several drawbacks which make it less practical for
implementation.

Due to these drawbacks, other algorithms are considered that require
less link information and therefore also a more limited data flow, such as
the cooperative or the distributed algorithms. However, this limited link
information leads to a decrease in performance as well. The following
sections provide a detailed introduction to all three methods.

3.2 Centralized Power Control

In order to find a solution to the power control problem, the first approach
we discuss is the class of centralized algorithms. In this category, the en-
tire power vector P is controlled by a central controlling unit. This unit re-
quires that each base station reports the current link information in order
to perform the power assignments for the whole (or parts) of the network.
The information of each link is stored in a global link gain matrix G which
permits the computation of an optimal assignment. However, the draw-
backs are a significant amount of control information, introduced delays,
and the high complexity due to finding a solution for the entire network.

The centralized approach is based on Aein (1973) dealing with satel-
lite communication. Here, the term SIR balancing is introduced which
leads to the formulation as an eigenvalue problem. Nettleton and Alavi
(1983) extended this approach to spread spectrum communication sys-
tems and showed that SIR balancing substantially improves the capacity
of the system. Zander (1992b) discussed that centralized algorithms can
be considered as the optimal solutions to power control in the sense that
the interference is minimized.

29



3 Theoretical Aspects of Power Control

3.2.1 Centralized SIR-Balanced Power Control

We consider now Egn. (3.6) and our goal is to maximize the minimum
SIR in all links. It can be proved that such a power control is achieved
by making every transmitter’s received SIR balanced while keeping the
SIR level as high as possible, see Zander and Kim (2001). For the sake of
simplicity we consider a noise-less case in the following, i.e. N = 0, and
the same target SIR value for all users, i.e. v; = o forall i .

Let us define a matrix A, such that H = vy A. Zander and Kim (2001)
give a proof that the inequality

(=% A)>0 (3.9)
has solutions in P > 0 if and only if

10 S = (310)
where p (A) is the dominant eigenvalue of matrix A. The power vector
satisfying Eqn. (3.9) with equality and achieving the largest SIR ~* for all
links is P, i.e. the eigenvector corresponding to the eigenvalue p (A).

If the maximum achievable SIR ~* lies for all links above the target SIR
~0, all links reach acceptable performance. On the other hand, if v* < 7o,
all links would drop below ~, and SIR balancing would be catastrophic,
see Fig. 3.2 taken from Zander and Kim (2001). The occurrence of such
an event is an indication that the channel can not support the number of
links. In such a case it is necessary to remove certain terminals in order to
maximize the number of connections with sufficient SIR.

3.2.2 Transmitter Removal Methods

We now provide an overview over transmitter removal algorithms, where
users are removed from the system in order to achieve a sufficient SIR
balancing for all other users. In the following we add a subscript index to
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3.2 Centralized Power Control

30 30
25 25
zzo n:20
» 15 » 15
10 10
5 5

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

user user

Before Balancing Successful Balancing
30 30
25 25
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1.2 3 4 5 6 7 8
user

Catastrophic Balancing

Removal + Balancing

Figure 3.2: Example of SIR Balancing for eight users

the values which indicates the number of users that are SIR-balanced, i.e.
A () denotes the matrix A from Eqn. (3.9) for K users and is thus K x K
in dimension.

Brute-Force Algorithm

The first method we consider is by Zander (1992b) and can be consid-
ered the most fundamental algorithm. The Brute-Force Algorithm (BFA)
is considered to be an optimum removal algorithm as it tries to find a
largest square submatrix of A by removing as few MSs as possible. How-
ever, this problem is NP-complete and therefore without heuristics not

suitable for practical implementation.
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Brute-Force Algorithm (BFA)

1. Determine v corresponding to matrix A k).
If v(x) > 0 use the eigenvector P %, and terminate.

2. Setk=1.

While k < K, ~
Find the submatrix Ax_) that will yield the highest

achievable SIR vk _p).
If ¥k —r) > 70, then use 13(*ka) and terminate,
otherwisesetk =k + 1.

3.2.3 Stepwise Removal Algorithm (SRA)

In the Stepwise Removal Algorithm (SRA), see (Zander and Kim 2001),
the MS k is removed for which the maximum of the row and column
sums is maximized.

Stepwise Removal Algorithm (SRA)

1. Determine v corresponding to matrix A k).
If v(x) > 0 use the eigenvector P %, and terminate.

2. Setk =0and A(K) = A(K).
While k < K, ~ ~
form submatrix A x_j_1y from A g _;y by removing MS

¢ for which
K—k B K—k B

max{[u =S Agal = Aﬂ} > max{ai,a?} Vi
j=1 j=1

If ¥k —k—1) > 70, then use P(*K,k,,l) and terminate,
otherwisesetk =k + 1.
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3.2 Centralized Power Control

The SRA seeks to maximize the lower bound for v* and shows linear
complexity in the computation of the eigenvalues. However, full knowl-
edge of the link gain matrix is necessary in order to calculate its eigenval-
ues.

Stepwise Maximum-Interference Removal Algorithm (SMIRA)

Another variation of a transmitter removal algorithm is given in Lee, Lin,
and Su (1995). This method is called the Stepwise Maximum-Interference
Removal Algorithm (SMIRA) and considers also the transmitter power
for the removal process. The idea behind this method is that MSs trans-
mitting with a high power should be remove first as they cause the high-
est interference.

Stepwise Maximum-Interference Removal Algorithm (SMIRA)

1. Determine v~ corresponding to matrix A k).
If v(xy > 0 use the eigenvector P and terminate.

2. Setk =0, A(K) = A(K), and P(K) = P(K>.
While k < K, B B
form submatrix A x_x_1) from Ax_x) by removing MS ¢

for which for all ¢
K—k K—k
max {d( =S B Al =3 B Aﬂ} > max {ai,a?}
j=1

If Y(r—r—1) > 0, then use P, _,, and terminate,
otherwise setk =k + 1.

The transmitter removal methods are not limited to centralized meth-
ods, but can also be used in combination with the distributed methods
which will be presented in the following section.
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3.3 Distributed Power Control

So far it was assumed that the link gain matrix G is known and that the
power assignments can be done with the knowledge of G. However, in re-
ality this is not feasible. Foschini and Miljanic (1993) therefore suggested
an iterative method which is based on the Jacobi relaxation method used
in linear algebra.

Assume that we have an ideal situation in Eqn. (3.6) with minimum
transmission powers of all users.

(I-H)P=N (3.11)

We further assume that the receiver noise is not negligible and a solution
P* > 0 exists. This implies that p (H) < 1 and that the matrix (I — H) is
non-singular. Then we can give the solution of the power vector as

P =(1-H)'"N>0 (3.12)

The Jacobi relaxation method provides an iterative solution by using
two matrices L and M and iterating over P forn = 0,1, . ...

PO — L7t M P™ 4 LT N, (3.13)
where
P'=L""MP +L7"N. (3.14)

Replacing the matrices L and M by | and H yields the Distributed Power
Control (DPC) method forn =0,1,....

P = p™ ¢ N (3.15)
(n+1) _ Yo u (n)
PV =2 | Y Gy BV AN
o\i=Li#i

= 2 pm (3.16)
S
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On the convergence of DPC, Zander and Kim (2001) state that for an
achievable target SIR ~o, the error vector ¢ = P — P* tends to the
zero vector starting with any ™) if and only if p (L™* M) < 1.

3.3.1 Interference Function

A generalized formulation of Eqn. (3.15) can be given with the interfer-
ence function,

P — 1 (P(")) , (3.17)

where I (P) = I(I(P),...,Ix(P)) is the interference function, where
I;(P) denotes the effective interference of other users that must be over-
come by the transmitter power of user j.

Definition 3.2
Assuming positive receiver noise, an interference function I (P) is called
standard if it satisfies for all non-negative power vectors:

Positivity I(P)>0
Monotonicity P>P =I(P)>1(P)
Scalability Va>1, al(P)>I(aP)

The sequence of power vectors from the standard interference function
will converge to the solution of Eqn. (3.11) starting with any non-negative
power vector, when the system of Eqn. (3.11) has the unique non-negative
solution P~.

According to Definition 3.2 the DPC belongs to the class of standard
interference functions. Further examples of standard interference func-
tions are given in the literature, see Yates (1996).
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Fixed Assignment

The assignment of an MS 5 to BS i is fixed or specified by outside means,
e.g. the received pilot signal strength.

FA Vi
Py 2 I;7(P) = T(]P)

The centralized methods by Aein (1973) and Nettleton and Alavi
(1983) as well as the distributed approaches by Foschini and Miljanic
(1993) use this interference function for the synchronous case. Mitra
(1994) proves geometric convergence for an asynchronous power control
approach.

Minimum Power Assignment (MPA)

At each iteration step, MS j is assigned to the BS at which its SIR is maxi-
mized and where the minimum power is required to reach the target SIR
~j. MPA can be also considered a generalization of soft handover and was
investigated among others by Yates and Huang (1995) and Hanly (1995).

P; > IMA(P) = min — 9
52 17 (P) = m] T (P)

Macro Diversity Reception

In Hanly (1993) the signals from user j are received with maximum ratio
combining at all BSs leading to the SIR constraint. This method is based
on the assumption that the interfering signals at different BSs appear to
user j as independent noise.

[ L p——
32 LP) > T (P)
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3.3.2 Constrained Power Control

So far the transmitter power was assumed to be adjustable without limita-
tions. In reality, however, due to the limited transmitter power, an upper
bound exists. This leads to the introduction of the following constraint:

0 <P < pm™, (3.18)

where P8 = (P ... P®¥) is the vector of each transmitter’s maxi-
mum power boundary.

The Distributed Constrained Power Control (DCPC) belongs to the
class of standard interference functions and is given as:

P = min { 2 P, P;““} n=01,... (3.19)
With Egn. (3.19) a transmitter is limited by the maximum power when
trying to achieve the target SIR. Unfortunately, the observed user may
not recover very fast from his bad link situation and transmits for a longer
period with maximum power. This in turn could cause severe interference
for the other users and therefore, Zander and Kim (2001) recommend a
more general variant of the DCPC which sets the power to a predefined
value P; rather than the maximum value P™2*,
i pM) o i p(M)  pmax
pntl) _ R ym E =
¢ P if % Pi(n) > pmax

i

; (3.20)

where 0 < P; < P Note that Eqn. (3.20) does not satisfy the second
condition of the standard interference function.

The constrained power control algorithm Eqgn. (3.20) will converge to
the solution of Eqn. (3.6) starting with any non-negative power vector,
when the system Egn. (3.6) has the unique solution P* within the power
range in Eqn. (3.18).
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3.3.3 Distributed SIR-Balancing and Transmitter
Removal

Similar like in Section 3.2.1 for the centralized method, a SIR balancing
can be performed for the distributed approach as well.

Zander and Kim (2001) present the Distributed Balancing Algorithm
(DB) with the following iteration step.

n n 1

where 8 > 0 is a constant for tuning the convergence. It is shown in
Zander (1992a) that
lim P™ = p* and lim 7™ = *
s 00 n—00
starting with any arbitrary power vector.
One problem that arises is that in DB all transmitter powers increase
if not correctly balanced by the parameter 3. The selection of

g _ 1 _
B=p" =+ n=12,...

Z P_(“)
i=1

ensures a constant sum of all terminal powers.

The question how to react when the target SIR is not achievable within
the power range arises here as well. In congested situations when the in-
terference level is high, users should also be removed like in the central-
ized case. As previously mentioned the algorithms from Section 3.2.2 can
be used to perform transmitter removal in distributed power control.

3.4 Cooperative Power Control

The methods by Zander (1992a) and Grandhi, Vijayan, and Goodman
(1994) described in the previous section require a normalization factor to
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3.4 Cooperative Power Control

scale the user’s power to a desired range without which no convergence
can be achieved. Although both methods belong to the category of dis-
tributed power control algorithms, the computation of this normalization
factor requires in both cases global link information.

To avoid this shortcoming of a global information exchange, Wong
and Lam (1994) propose the Cooperative Power Control algorithm, where
only limited control data flows are passed among the BSs which are inter-
connected by a wired backbone network. The underlying network struc-
ture, which the authors refer to as control data flow structure is repre-
sented as a directed graph. The aim is to keep the information exchange
due to control data traffic to a minimum.

3.4.1 Basic Cooperative Power Control

The basic algorithm starts with each MS transmitting at the maximum
power level P;*** which is then reduced until convergence is reached. At
each iteration step, every BS computes its current power level based on
the level from the previous iteration, its current SIR, and the SIR informa-
tion it receives from its neighbors within the control data flow structure.
Each MS i adjusts its power then according to the following rules:

P((O) — pmax
PO+ = o™ pm

| Min <1"£n), max (]rg}\rft 1"](-”), 'yo>>

r

where o™ =

)

with A; being the set of indices of BS that send control data information
to BS ¢ according to the control data flow structure. The purpose of the
parameter m > 1 is to control the rate of convergence.
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3 Theoretical Aspects of Power Control

3.4.2 Modified Cooperative Power Control
Algorithm

This basic approach is later extended by Sung and Wong (1999) with the
difference that the algorithm does not start with the maximum power
and iteratively decreases the power until convergence, but instead it starts
with the minimum power and monotonically adjusts the level upward
until the SIRs are balanced. The advantages of this variation is that less
battery power is used and that the disturbance to the balanced system by
the admission of a new user is minimized.

PI(O) — Pmin
POt _ o p(

m| Min (Fgm,c max l";-n),'yo)
(n) JEN:
where o;" =

i

r ’

Here, a constant ¢ is additionally introduced for the convergence of
the algorithm. The condition ¢ < 1 ensures that the limit lim,_, P
exists and therefore converges to a fixed point. The conditionc < 1 — ¢
for an arbitrary small value e ensures that the fixed point achieves SIR

balancing.

3.4.3 Asynchronous Cooperative Power Control

The cooperative algorithms presented so far require a synchronous op-
eration of the power updates. An extension to asynchronous operation
is presented in Sung and Wong (1999) as well. This permits that power
levels can be changed in different time and rate among each link and the
control data for the SIRs can be sent at a different rate than the power
updating. The modified algorithm of the cooperative power control just
needs to replace the synchronous SIR measurements FE”) by delayed SIR
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3.5 Joint Power and Rate Control

measurements fj(i’") = FE“fdif) for some delay d;; < dmax bounded by
the maximum delay dmax.

Convergence of the asynchronous approach to finite values is proved
by Sung and Wong (1999), however, it is required that the rate of conver-
gence must be faster than the rate changes in the link gain matrix, e.g.
due to shadow fading. Additionally, studies were performed that investi-
gated the convergence behavior. When users depart from the system and
all other users have high SIR values above a certain requirement ¥ (pro-
tection ratio), the SIR balancing will result in unnecessary high SIR values
for the users. Since all users already had satisfying SIR levels, a further
increase is not necessary. Therefore, the cooperative algorithm can be fur-
ther modified to also avoid this effect:

P1(0> — Pmin
Pt _ () p(m)

m! max(FEn),c ré)}a\)/: Fg.n),m)) (m)
J i - n
<
where o™ = r{™) » L <7

i

m! [ otherwise.

Here, we again use vo > # as the target SIR. With this modification the
transmit power of an MS will decrease if its received SIR at the BS is
higher than ~. Therefore, in a dynamic situation with a fluctuation of
users entering and leaving the system, the power levels of the users in the
system will not go to infinity.

3.5 Joint Power and Rate Control

So far the same target SIR was assumed for all users. This is a valid as-
sumption when considering second generation systems with only a single
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3 Theoretical Aspects of Power Control

class of users. However, in 3G systems each user will access different ser-
vices with different transmission rates and error requirements. Therefore,
the radio resource management needs to assign each user his own target
SIR level.

Rate adaptation sets the data rate R; of user ¢ with a monotonically
increasing modem-dependent function f(~;) of the SIR ~;

R; < f(v)-

The following two definitions are given by Zander and Kim (2001)
to describe if a rate vector R(P™*) is achievable for a maximum power
vector P™#*,

Definition 3.3
A rate vector R(P™**) = (R, ..., Rk) is instantaneously achievable if
there exists a positive power vector

P=(P,..., Pg) < P"™

such that
Ri < f(vi) Vi
Definition 3.4
A rate vector R* (P™*) = (R},...,R}) is achievable in the average

sense if it may be expressed as
R = Z ar R
k
where

ay € [0,1] Zakzl.

k

and where all Ry, are instantly achievable rate vectors.
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3.5 Joint Power and Rate Control

This definition implies using the set of instantly achievable rate vectors
Ry and switching between them during a fraction of time «;, in order to
get the average rate R* (P™%%).

There is also a constraint on the data rate. Unlike the transmission
power which is bounded by the performance of the amplifier, each link
requires a minimum data rate R™". Additionally, the service provider
aims at offering as much excess data as possible to his customer. This
leads to another optimization problem in the context of joint power and
rate control.

K

max Z R; (P™™)

i=1

subject to R; (P™™) > RM™» Vi

Work on joint power and rate control in the form of a constraint op-
timization problem can be found by Sampath, Kumar, and Holtzman
(1995). The authors define the optimization problem as

K K
min Z P; or max Z R;
i=1 i=1
subject to
. w P; Gj; .
QoS constraint: Vo Kij > i, Vi
Y PG
k=1,k#i

rate constraint; R; > R™», Vi
power constraint: 0 < P < P, Vi

Note that in this case the SIR in the QoS constraint is understood as
E,/No*. The proposed method is a centralized scheme, where knowledge

The relationship between SIR and E/Np is given in Eqn. (2.1) in Section 2.4.
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3 Theoretical Aspects of Power Control

of the link gain matrix is assumed. The authors consider the following
criteria for optimization:

e minimization of the total transmitted power,
e maximization of the sum of the transmission rates.

The given problem can be solved by linear and non-linear programming
methods and in the case that the system is not feasible, some users must
be rejected or the constraints need to be relaxed.
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4 Analytical Modeling of
Power Control

In Chapter 3 we discussed theoretical models of transmission power con-
trol under the assumption that the control loops are operating perfectly.
In reality, however, several influencing factors, e.g. fading effects on the
transmission channel or processing delays, make it virtually impossible to
assign the transmission powers in a perfect way. Therefore, transmission
power control in existing systems is realized by a combination of open
and closed control loops. In this chapter we derive an analytical model
of the closed loop power control in the uplink direction. We begin with
a simple model of a single cell and enhance it by including the delays
due to the processing of the power control commands. The final model
in Section 4.3 considers two inter-operating closed loops, as realized in
WCDMA systems.

4.1 Inner Loop Model

In Section 2.2 we already briefly introduced the implementation of power
control in CDMA-based systems. In this section we derive an analytical
model of closed loop power control for a single cell based on a Markov
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4 Analytical Modeling of Power Control

chain. Since closed loop power control is performed at a fixed update rate,
the Markov chain is discrete in time and due to the fixed update steps it
is also discrete in state space. The requirements for mobile terminals in
the standards (3GPP 2000) specify a maximum transmission power of 21
dBm and a power control range of 65 dB. Furthermore, we assume a fixed
update step size of 1 dB (3GPP 1999a).

The first model we consider is similar to the one by Ariyavisitakul and
Chang (1993), where simulation studies of single and multi-cell systems
were conducted and the dependence of the SIR on step size and process-
ing delays was investigated, see Fig. 4.1.

The transmission power of the MS under observation is in the fol-
lowing denoted by an abstract index j, with 0 < j < J where J is the
maximum number of possible steps within the given range. Let P be
the random variable representing the MS transmit power at power con-
trol group n.

power
outer loop power control
‘_. threshold 6 subchannel delay

time .
- - il base station
hmi-y\a’leilv:img ‘C) > 1 kTp downlink
channel (dB) X 1—1 channel
power power control

subchannel

‘ _’_,-\_,-"rmf - Y ‘ error
time ,olink EI_E*

channel step size | mobile station

Figure 4.1: Model of the inner loop

As depicted in Fig. 4.1, the original MS signal is attenuated on the up-
link channel by the channel gain. In our model we describe the channel

46



4.1 Inner Loop Model

gain stochastically by the random variable G(™). At this point we only in-
vestigate the inner loop behavior of the closed loop and use a fixed outer
loop threshold 8 to determine the power control command for the next
PCG. The probability for a power-up command at time cycle n can be
computed by comparing the effectively received E; /Ny with the thresh-
old value ¢

Pr[“power-up”] = Pr [a(”) < 9] . 4.2)

We describe the probabilities for power-up and power-down com-
mands under the condition that the observed MS transmits at level j dur-
ing PCG n by

Pl ) =Pr [ <o | P =] (42)
Py () =Pr[e™ > 6| P = j] “3)
=1-pM ()

In the next sections we provide the model of the uplink channel and
the multi-access interference term which permit a computation of the
Egns. (4.2) and (4.3).

4.1.1 Channel Model and Multi-Access
Interference (MAI)

Let us consider the scenario depicted in Fig. 4.2. The observed MS i is
located at a distance = from the serving base station and transmits with
power P;. On the path to the base station, the signal power is being atten-
uated by the propagation loss L(z), shadow fading, and multi-path fad-
ing and is finally received after a power control subchannel delay § with
power S; at the BS. Many models which statistically describe the propa-
gation loss can be found in the literature. Most approaches for macrocell
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=T 'Tﬁ

. e
multi--access o d
interference

Figure 4.2: Uplink multi-access interference

propagation are based on Hata (1980) and consider urban or suburban
areas with nearly equal building heights. In the following we will use a
similar model given in (ETSI 1998):

L(x, fo, Ahy) = 40 (1 — 4107 *Ahy) log,o(z) — 181og, o (Ahy)
+ 211og;o(fc) + 80,

where z is the base station to mobile station separation in kilometers, f.
is the carrier frequency, and Ah, is the BS antenna height in meters above
the average rooftop level. With a carrier frequency of 2 GHz and a base
station antenna height of 15 meters, this equation can be simplified to:

L(x) =128.1 4+ 37.6log,o(x). (4.9

The result of Eqn. (4.4) is the propagation loss in decibels (dB).

Shadow fading is generally modeled using a zero-mean Gaussian ran-
dom variable with standard deviation of 7-8 dB, see Yang (1998). There-
fore, we can characterize the total gain on the uplink channel as a Gaus-
sian random variable G with mean L(z) depending on the distance
between transmitter and receiver and the standard deviation o¢.
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4.1 Inner Loop Model

Recalling Eqns. (2.1) and (2.2), we can formulate the received E;/No
¢; of user i as

o
I
=[S
(28

Z Sjv; + N
=1

where N is the thermal noise power, i.e. N = NoW. For the sake of sim-
plicity we will consider at the moment that all users operate with the same
data rate R. Since we will be considering variables in the following in dB,
we will distinguish any power or signal-to-interference ratio X in deci-
bels from its transformation into linear space by using a hat to denote the
latter, i.e. X = 10 log,,(X).

Many publications, e.g. Gilhousen et al. (1991), Veeravalli et al. (1997),
or Schroder et al. (2001), have shown that the computation of Egn. (4.5)
is not a very straightforward task especially in the case of many base sta-
tions. Obviously, due to the imperfections of power control, all S‘j val-
ues are not equal. Furthermore, as each user’s power is controlled to bal-
ance the sum of the other users’ powers, the variables S‘j are not inde-
pendent. In order to compute Egn. (4.5) we need an approximation that
corresponds to &, yet can be computed easily.

Let us define the multi-access interference (MAI) factor ¢ as
kpole - K

= —. 4.6

kpole -1 ( )

Inserting the term for ko from Eqn. (2.8) into Eqn. (4.6) and after some
simple transformations we obtain

B N
N+ (K-1)vS(1+n)

P
We can therefore use ¢ to express £ in a very simplified form as

& =57, with {=—=—x. 4.7
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It is clear that ¢ has values between 1 for a single user in the cell and 0,
which it reaches when K approaches kpole. In this case the value of £ also
approaches 0. Due to the aggregation of the multi-access interference into
a single term ¢, we no longer need to distinguish the individual users
by their index and we therefore drop the user index i focusing on our
observed user. The relative cell loading factor can be given as the inverse
of the MAI term, i.e. p = 1/¢.

Since we are especially interested in the behavior of the transmitted
power of the observed user we need to describe the relationship between
S and P. The MS transmits the signal with a power level P. While travers-
ing the uplink channel, the signal is being attenuated by the channel gain,
see Section 4.1.1. The received signal S can then be givenas S = P G. We
can then transform Eqn. (4.7) into decibels and write

e =P" 4+ G+ W-R-N+g, (4.8)
—_————

x=constant

where we keep the term y constant over time in our experiments. Since
x is constant we can simply add this value to the mean of the random
variable G™ to obtain pue = L(z) + x. Only ¢™, P™ and G™ have a
time index n.

The probability that a power-up command is sent at time slot n can
then be computed by comparing ™ with , which we can rearrange to
have G(™ on the left side of the inequality:

7 (G) =Pr[c™ <6 - j] (4.9)

In the following we assume an Additive White Gaussian Noise
(AWGN) channel and the loop driving variable G is as mentioned above
Gaussian distributed with mean u¢ and standard deviation o¢. This cor-
responds to a scenario with high MS speed when there is no correlation
in the channel fading. Using the properties of the Gaussian distribution,
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this probability can be written in a closed form

™ (j) = 1 1erf<79_j_lm> 4.10
P (j) =5+ 5 Taoa ) (4.10)

where the Gaussian error function is given as

erf(z) = % / exp(—t”) dt. (4.12)
0

If we consider the fading envelope to be distributed according to
another distribution, e.g. Rayleigh, we can simply replace Eqgn. (4.10)
by using the Rayleigh CDF. However, the inclusion of correlated fad-
ing requires more complicated methods, e.g. the Memory Markov Chain
(MMC) by Rose (1999), and can not be analyzed using standard Markov
chain techniques.

Fig. 4.1 shows that the power control command can be affected by
errors on the downlink transmission. This can happen especially in cd-
maOne, where the command is transmitted without any error protection.
In this case we can model the downlink channel as binary symmetrical
channel with a bit error probability ps. It is well known that the proba-
bility of bit errors in a QPSK modulated channel can be approximated by
=3 (V/€), where Q(z) is the Gaussian Q-Function

Q) = \/%TT 7exp (-%) dt. (4.12)

In Fig. 4.3(a) the probability of “power-up” commands for given
transmission powers levels is depicted. All users operate with a data rate
of 12.2 kbps, corresponding to the voice services in UMTS and the cell is
lightly loaded (5 = 0.2). Three different cases of the MS-BS distance are
considered: 0.5 km, 1 km, and 1.5 km. As expected, it can be seen from
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Figure 4.3: Markov chain power control model

Fig. 4.3(a) that with increasing distance, the user has a greater probability
for “power-up” commands in order to overcome the signal attenuation
and reach his desired E;/Ny-target level.

With the knowledge of the transition probabilities it is now possible
to give a state space diagram of the Markov chain in Fig. 4.4. For this
Markov chain the stationary state probabilities

z(j) =Pr[P = j] J=0,...,J
can be computed analytically by solving the following matrix equation
(z(0),...,2(J))- (Q—1)=0. (4.13)

Here, | is the identity matrix, 0 is a row vector with zero entries, and
Q the transition probability matrix with entries p.. (7) and pq(3).
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Q= (4.14)
pa(J—=1) 0  pu(J-1)
pa(J)  pu(J)

The stationary transmission power distribution is shown in Fig. 4.3(b)
for a 12.2 kbps user located at a distance of 1 km from the BS of a medium
loaded cell (5 = 0.5). Due to the Gaussian loop driving function, the trans-
mission power also resembles roughly a Gaussian distribution.

Pu(0) Pu(1) Pu(2) Pud-2)  py-1)
" "
pa(1) Pa(2) Pa(3) P4(J-1)  pal)
Figure 4.4: State space of simple Markov model

4.1.2 Outage Events

For the evaluation of the performance we are especially interested in the
probability of outage. This event occurs whenever the SIR (or E;/No)
drops below a threshold for a period of time causing that the call is
dropped, cf. Mandayam et al. (1996). The evaluation of outage probabili-
ties is among the most important issues in planning the coverage areas of
newly rolled-out wireless networks, see Schrdder et al. (2001).

Veeravalli and Sendonaris (1999) state two possible causes for outage:

1. the power control equations, see Eqn. (4.5), do not have a feasible
solution regardless how high the received powers are, and
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2. the power control equations have a feasible solution, but the maxi-
mum transmit power of the MS is exceeded.

In line with Veeravalli and Sendonaris (1999) we will refer to the first case
as Aoyt and the second as Bout.

It is further shown that the power control equations have a feasible
solution, if the following condition is satisfied:

ZW ZEZ:VZ<1

The variable £; denotes the E,/No-target level of user i. As we are con-
centrating on the situation where a user is already admitted to the system,
we will focus on outage event Boy:. Clearly, this will happen when the dy-
namic range is exceeded which we define as range exceeding (RE) event.
The probability of range exceeding pge is identical with the probability of
a Bout OUtage event.

In Fig. 4.4 this will happen when the MS is transmitting with maxi-
mum level .J and a power-up command is received. At this point the MS
can not further increase its power and remains in state .J. In order to have
an outage, we need to have successive range exceeding events, which we
will denote by the random variable Y. In this simple case, Y is geometri-
cally distributed and we can easily specify the probabilities

PRE = pu(.]), (4.15)
Priy =il = pu(J) pa(J), i>1. (4.16)

Curves for the range exceeding probability are shown in Fig. 4.5(a).
With increasing distance the MS is not capable to fulfill its target E},/No-
requirement within the dynamic range of its transmission power. Ad-
ditionally, the use of higher data rates increases this effect, leading to a
higher probability of outage. In Fig. 4.5(b) the probability of successive
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Figure 4.5: Range exceeding probability

range exceeding events is illustrated. An increase in data rate results also
here in a higher probability due to the smaller processing gain.

In the next section our focus lies on how we can extend this simple
model to include also the processing delays for computing the new power
control command.

4.2 Modeling of Power Control Delays

So far we have assumed that there is no power control processing delay
¢ and that the power update commands are issued directly in the next
time slot after the signal is received. However, in a real cdmaOne system
the time dependent behavior of the inner loop is greatly influenced by
the delay which causes that the power control command will take effect
& = 3 time increments after the power control command was issued, see
Leibnitz, Tran-Gia, and Miller (1998). In this specific case, the 3-step delay
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results from a delay of k Tp = 2 at the base station (Fig. 4.1) and a pro-
cessing delay of 1 time slot at the mobile station, although the model can
be extended to any arbitrary delay.

Transitions from one discrete power level to the next take place each
cycle and are only performed between adjacent levels. The dependency
structure of the power levels for reaching a given level j is illustrated in
Fig. 4.6(a).

Power control
subchannel delay

3 [st <7 3 Ij+3 .
o | . LN o | . LN
s i*2 - 5 i+2 AN
: D - L R
o S - - S o o 'S < - T
J v o~ 4 J . AN .4
i1 g : .-~ power-up 1 % : e
) a7 command ) “w” superstates
j2 P T j-2 )/
3 = 3~
n-3 n2 n1 n  n#l n-3 n2 nA n  n+l
EE— _—
power control group power control group
(a) Dependencies of power levels (b) Super-state transitions

Figure 4.6: State transitions in power control model

Fig. 4.6(a) illustrates that the power-up command for level j at time
n depends on the probabilities for power-up of the 4 possible states, i.e.
power levels, that could have been assumed 3 cycles before, i.e. levels
j+3,j+1,5—1,and 5 — 3 at time n — 3. Note that for state j it is not
possible to have been in the same state 3 cycles before.

Since the probability for each state at time n — 3 is computed by an
equivalent sub-tree structure, we are also dependent on the probability of
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reaching these originating states at time n— 3. We therefore cannot simply
assume that the probabilities pi") (j) are the transition probabilities in our
case because we must also include the paths for reaching these states.
In order to incorporate these paths as well, we define new super-states
2(”>(j1,j2,j3) containing 3 successive ordinary states which indicate the

sequence that was taken.
21, oy ja) = Pr[P™) = ja | POTY = jo, PO = ju] - @17)

Since we only have transitions between neighboring states to j» = j1 £ 1
and js = j» £ 1, we can further limit the state space. In this case we have
4(.J + 1) possible preceding super-states z(" =1 (j1, j2, j3) and a transition
to super-state 2" (ji, js, 1) takes place with p" = (ji) or p{" = (ji1) de-
pending on whether j4 = js + 1 or j4 = j3 — 1. The transitions between
super-states will then look like in Fig. 4.6(b).

Based on these super-state transitions, it is possible to give a state
space diagram at time n with the transition probabilities given by p{™ ()
and p'™(j), see Fig. 4.7. The transition probabilities at time n can again

be arranged in a matrix Q™.

4.2.1 Stationary Analysis

At first we perform a stationary analysis of the power control loop. Sta-
tionary in this sense means that the probability distribution of the random
variables P(™ is independent of n and we can drop the index n denoting
the power control cycle.

Solution of this Markov process is straightforward, see for exam-
ple Kleinrock (1975). Since the transition probabilities of these states are
given, we can compute the solution of the state probabilities by the fol-
lowing homogeneous linear Egn. (4.18).

(2(07070)7"'75(J7J7J))'(Q_I):0 (4-18)
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P4(0)

Figure 4.7: Super-state space of Markov chain

Range Exceeding Probability

We can also formulate the range exceeding probability when consider-
ing processing delays. Again, this is defined as the probability that chan-
nel and/or interference conditions will require the mobile’s transmitter to
exceed the maximum permissible power. This occurs in the super-states
zZ(J —1,J,J)and z(J, J, J) as illustrated in Figure 4.7.

The probability to be in an RE state can then be given as

pre = z(J — 1, J,J) + z(J, J, J).

We can easily obtain the distribution of successive range exceedings Y
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under the condition that we have an RE as

prv —i|Re = 4P 7Y _ =1 (4.19)
pu(J = 1) pu(J) " pa(J) i>1

In order to get an unconditioned probability for the number of successive
range exceeding cases, we need to uncondition Eqn. (4.19) of pge.

Pr[Y =i] = Pr[Y =i |RE] pre (4.20)

Prob. of range exceeding

=]

coverage- 0.5 s
capacity =" 1
tradeoff load 0 0 distance [km]

Figure 4.8: Outage probability sensitivity to distance and load

The sensitivity of the range exceeding probability to the cell load and
the distance of the MS is depicted in Fig. 4.8. It can be seen that even when
one of these parameters is zero, outage can occur due to the other param-
eter. Furthermore, Fig. 4.8 contains a curve indicated “coverage-capacity
tradeoff”. This refers to the pair of corresponding load and distance val-
ues that reach a maximum tolerable outage probability, in this case 5%.
We will deal with greater detail with this sort of tradeoff curves in Chap-
ter 5.
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4.2.2 Non-stationary Analysis

We now consider a non-stationary case, where we start with an initial
mobile transmit power distribution P(®) at time n = 0 and iteratively
compute the successive power distribution P(™ of the considered user in
cycle n.

Computation of the power P(**Y is done in accordance to the scheme
described in the previous sections with consideration of the possible tran-
sition paths. The new state probabilities P *Y can be computed from
P™ py first determining the corresponding super-state vector Z(* and
multiplying it recursively with the corresponding transition probability
matrix Q(™)?

Z(n+1) _ 7(n) ()
Z =7 .QM.

The transformation from 2"+ (j,, js, ja) to 2TV (5) yields the new state
probabilities. This can be easily achieved by adding all super-states which
have a common last state

Gy =3 2" G o, ) j=0,...,J.
J1.72
Since we are interested in the dynamic behavior of the system, we exam-
ine the reaction time until the system converges from one stable condi-
tion to another. Our focus lies on the impact of the load currently served
within this cell on the convergence of power control.

The choice of the initial vector at time n = 0 has a great impact on the
speed of convergence in the system. To make sure that the system origi-
nates from a steady state and is no longer transient, we need to perform a
stationary analysis, in which we derive a power distribution that is inde-
pendent of the time n. This is an estimation for a steady state distribution
that we also use in our experiments as initial power for the non-stationary
experiments.

1This approach is also known as the power method.
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4.2 Modeling of Power Control Delays

Figure 4.9(a) illustrates the non-stationary analysis method. Here, we
initially consider a system with load 5 = 0.25. At time slot 1 we suddenly
increase the load from 0.25 to 0.5 and compare the mean MS transmit
power from the stationary analysis (marked as “theoretical”) with the one
from the non-stationary analysis (marked as “iterative”). Such an event
occurs when at the same time many users with low data rate or few users
with high bit rate enter the system. It can be seen that the non-stationary
mean overshoots the target value and converges after oscillating around
the theoretical mean. If the distance between both distribution vectors is
less than 103 for a window of 10 PCGs, we will consider the system to
have stabilized. The time for the system to recover after a sudden change
in the load also depends on the level of increase, as can be seen from
Fig. 4.9(b). In this figure, a longer time is required for the system to regain
stability when the load increase is larger.
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(a) Mean MS power (b) Increase of load from 0.25

Figure 4.9: Mean MS power from the non-stationary analysis

Similar to the study from Leibnitz, Tran-Gia, and Miller (1998) where
the influence of batch arrivals of users in a cdmaOne system was inves-
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4 Analytical Modeling of Power Control

tigated, we consider the case when the load is suddenly increased or de-
creased. As stated before, due to the different data rates of the users in
a 3G system, it is more useful to consider the load here than simply the
number of users.

We will assume an already “perfectly” power controlled cell obtained
by the stationary analysis with different initial load (p = 0.25, 0.5, and
0.75). Then, we increase or decrease the load for each of these cells to a
certain target load as shown in the abscissa of Figures 4.10(a) and 4.10(b).
In both cases the observed user is located at a distance of 1 km from the
BS and transmits with a bit rate of 12.2 kbps. The staircase shape in both
figures stems from the fact that we have a discrete number for necessary
power control cycles.
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(a) Increase of load (b) Decrease of load

Figure 4.10: Convergence time for variation of load

In Fig. 4.10(a) we increase the load of a system with an initial load of
0.25, 0.5, and 0.75, respectively. It is obvious that the higher the increase is,
the more time to converge to a stable state is required. It should be noted
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4.2 Modeling of Power Control Delays

that when we near a fully loaded cell (5 > 0.9), there is a steep increase in
the number of cycles. The reason for this effect lies in the increased occur-
rences of outage which need to be compensated by the loops. Fig. 4.10(b)
shows the analogous case when we remove a fraction of the load from
the system. It can be seen that the system requires also nearly a constant
number of steps when we remove a fraction of the load. Of course the sta-
bility problems that we encountered when reaching the full load do not
arise.

4.2.3 Investigation of Arbitrary Processing Delays

We are now interested in the influence of the processing delay on the con-
vergence speed of the power control algorithm. For including this into
our model, we redefine the super-states from Section 4.2 to be no longer
limited to a delay of 3 PCGs, but use an abstract index §. Super-states
therefore define now the sequence that was taken over the last § states.

2 (G oy ds) = Pr[PU) = s | PO = sy PO = i
(4.21)

The only difference in the implementation of the model based on
Eqgn. (4.21) compared to Eqgn. (4.17) with the fixed delay of 3 lies in a suit-
able mapping of the states using a binary encoding. The remaining steps
stay basically the same as described in Section 4.2.

The results depicted in Fig. 4.11(a) show that the mean MS transmit
power is not affected by the processing delay. However, the duration of
the transient phase is significantly extended when the delay is increased
from 3 PCG to 5 PCG. This is caused by the more delayed reaction of the
system to the power control commands which in turn causes the mean
value of the distribution to oscillate more around the theoretical mean.
The contrary effect can be seen in Fig. 4.11(b) when the processing delay is
reduced from 3 PCG to 2 PCG. There are less oscillations and the duration
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Figure 4.11: Influence of the processing delay on the mean MS transmit
power

of the transient phase is reduced to approximately the half than when
using a delay of 3.

Fig. 4.12 illustrates the convergence time as a function of the process-
ing delay, when increasing the load from 0.1 to 0.25, 0.5, and 0.75. An
almost exponential increase with the processing delay can be recognized
in all curves. It can further be seen that the target load matters much only
when it is low and that target loads above 0.5 behave quite similar.

4.3 Inner and Outer Loop Model

So far only the dynamic behavior of the inner loop of power control was
investigated. In this section we will also consider an outer loop which
updates the threshold 6, see (Leibnitz 1999). This is done as a function of
the Radio Resource Management layer which monitors the frame error
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Figure 4.12: Convergence time dependent on delay

rate as performance criterion. Therefore, updates are done on the basis of
frames, i.e. every 15 or 16 PCG for UMTS or cdmaOne, respectively.

In the following, we will use an algorithm similar to the one presented
by Sampath et al. (1997). Let 87 be the threshold level at frame m. If
the frame is in error, the threshold is too low and it is increased by TA,
otherwise decreased by A. The algorithm for adjusting the target E;/No
in the outer loop is summarized as follows:

1. Use CRC to check if frame m is in error.

2. If frame misinerror: 9™+t = g(m) L WwA
otherwise g+l — g(m) _ A

where A is the step size, typically 0.3-0.5 dB, and ¥ is an integer indicating
the target FER. The frame is considered to be in error if at least one bit in
the frame is erroneous.

We will approximate the probability of bit error in a QPSK modulated
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4 Analytical Modeling of Power Control

channel by the equation well known from textbooks, e.g. (Yang 1998),

m=50Q(V?) (4.22)

Let B be the number of bits per frame. A frame error occurs when at
least one bit is in error. Therefore, we can obtain the probability g, (7) for
increasing and the probability ¢q(¢) for decreasing the E; /Ny threshold
from level 7 from the Binomial distribution function as

qu(i) =1—(1—ps(i)” (4.23)
qa(i) =1 — qu(i). (4.24)

These equations rely on the assumption that interleaving makes the oc-
currence of bit errors within a frame independent. For the sake of simplic-
ity, we will furthermore assume that the E}, /Ny threshold will be limited
by a maximum value M.

In order to derive a model which includes also the outer loop, we will
use a Markov chain with two-dimensional states z(i, 5), with1 < i < M
and 1 < j < J. The first index ¢ describes the E; /Ny threshold value and
7 is the transmitter power level. The state transitions to and from a single
state z(i, j) are illustrated in Fig. 4.13.

Analogous to the Eqn. (4.10), the power level will be increased and
decreased with p. (i, 7) and p4(z, j), respectively.

pu(i,j) =P[GL<O—-P|P=j,0=i (4.25)
11 i—j—ue)
=_+4—erf| ——"2 ),
22 (\/ioc

pa(i,7) =1 —pu(i, ). (4.26)

Since the inner loop is performed more frequently than the outer loop,
where a threshold update is performed in cdmaOne every 16th cycle and
in UMTS every 15th cycle, the transitions with the same SIR threshold
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Figure 4.13: Markov chain state transitions

must be weighted with a factor w.

_ 15 for cdmaOne
12 for UMTS

The transitions from z(i, j) to states with other thresholds must con-
sider the probability for threshold updates ¢, (z) and qq(¢). Therefore, the
following transition probabilities are used.

pl(laj)zwpu(laj) pz(l,j)prd(l,])

pa(i,7) = (1 —w) pa(i, ) qa(d)  pa(i,j) = (1 — w) pu(i, j) qa(i)
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4 Analytical Modeling of Power Control

Note that special care has to be taken at the range boundaries for i €
{0, M} and j € {0, J}. We can now order all probabilities in a transition
probability matrix Q.

w1
—_——
Ao + Bo 0 ... 0 Co
Bl A1 Cl
Bv-v Av_w Cv_w
Q =

Brv—2 Anm—o 0 Cr2
Byv—1 Am-1 Cu1

By Am+Cuy

The matrices A;, B;, and C; can be given in the following way. If we define
amatrixQ,,i =1,..., M, by

pd(i,O) pu(i,O)
pd(ivl) pu(i,l)

pl
Il

pa(i,J —1) pul(i, J —1)
pd(ia J) pu(ia J)

then we can define

Ai=wQ; Bi=(1-wa@®)Q  Ci=(1-w)al)Q:
With knowledge of matrix Q it is now possible to compute the equilib-

rium state distribution z(i, 7). The stationary MS power distribution can
be derived by the sum of all states with common second index and the
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4.3 Inner and Outer Loop Model

distribution of the outer loop threshold by summation of the states with
common first index, see Eqn. (4.27).

PriP =j]= Z (i, ) (4.27)
Prio =il = z(i,j) (4.28)

The following figures depict the stationary distributions of the MS
uplink transmit power and the outer loop target threshold as described
in Egns. (4.27) and (4.28). Again the nearly Gaussian shaped induced by
the loop driving function can be recognized.
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Figure 4.14: Stationary distributions from inner and outer loop model

We are now interested in a comparison of the three models so far pre-
sented in order to observe the influences of the outer loop and the pro-
cessing delay. Summarizing, we consider the following cases:
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4 Analytical Modeling of Power Control

e inner loop model with fixed outer loop threshold and without any
processing delay

e inner loop with fixed outer loop threshold including a processing
delay of 3PCG

¢ inner and outer loop model without processing delay

The CDFs of all three models are shown in Fig. 4.15. The user bitrate is
again chosen to be 12.2 kbps and the user is located at 1 km distance from
the BS of a moderately loaded cell (5 = 0.5).
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w
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o 0.4 no delay
0.3
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0.2 with delay
0.1
0
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transmission power level [dB]

Figure 4.15: Comparison of power distribution from different power con-
trol models

It can be seen that the outer loop and the inner loop model are quite
similar as both models do not include any processing delay. The similar-
ity is expected since the mean value of the outer loop target distribution
corresponds roughly to the fixed threshold in the inner loop model. Fur-
thermore, it can be seen that the model with processing delays causes a
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lower uplink transmission power. This is caused by the delayed reaction
of the loops which leads to a less erratic behavior.
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Figure 4.16: Inner and outer loop power control model

Considering only the model with both loops, the mean MS uplink
transmit power as a function of the distance from the BS is given in
Fig. 4.16(a). Power control operating with inner and outer loop are ca-
pable of covering ranges up to about 1.5 km for 64 kbps and even more
for 12.2 kbps services. The mean MS transmit power increases only by
little (2-3 dB) when increasing the load by 0.25. From Fig. 4.16(a) we can
also recognize that in order to operate efficiently with data rates of greater
than 64 kbps, the MS needs to be located at a distance of at most 1 km. This
fact can also be recognized in Fig. 4.16(b). The range exceeding probability
reaches 0.1 at 1 km for a user with 64 kbps and a load of 0.25. For greater
loads this value is reached even earlier. As expected the higher process-
ing gain for 12.2 kbps users results in a lower range exceeding probability
and thus larger coverage areas.
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4 Analytical Modeling of Power Control

In this chapter we derived an analytical model for the power control
loops of a WCDMA system. The model itself is based on a discrete time,
discrete state Markov chain and allows the computation of the MS uplink
transmission power and the probability for exceeding the dynamic range.
We have seen that the distribution is greatly influenced by the loop driv-
ing function and the parameters distance from the BS and load in the cell.
Another item of interest for us is the dynamic behavior of the power con-
trol loops and the influence of the processing delay on the convergence
speed. To include all aforementioned factors in one analytically tractable
model was the main goal of the studies described in this chapter. In the
next chapter we will investigate the WCDMA performance on system
level by utilizing some of the obtained results.
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5 Analysis of WCDMA
Capacity with Spatial
Traffic

In the previous chapters we have investigated the behavior of power
control for a single user and modeled the other users implicitly by the
load they create in the cells. It could be seen that the locations of all sub-
scribers play an important role on the performance of CDMA power con-
trol. Therefore, in this chapter we extend our model and include also the
spatial distribution of the users in the system. In order to characterize
the spatial traffic in a mathematical way, we use basic definitions and re-
lations of spatial point processes. With this traffic model we are able to
evaluate some key performance metrics on the coverage and the capacity
of WCDMA cells. This is at first examined for a single cell with no neigh-
boring cells and is later extended to a multi-cell case with soft handover.

5.1 Spatial Traffic Modeling

In this section we introduce some approaches to spatial traffic modeling.
We provide a definition of stochastic spatial processes and continue with
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the demand node concept, another method for generating spatial traffic
patterns by discrete points which was introduced by Tutschku and Tran-
Gia (1998).

5.1.1 Spatial Point Processes

In general, a spatial point process is the extension of a one-dimensional
point process to a two-dimensional plane where the points are repre-
sented by their two-dimensional coordinates. We use the following defi-
nition of a spatial point process from Stoyan and Stoyan (1994).

Definition 5.1

A spatial (or planar) point process is a random variable N, which takes
random choices of mappings B — N(B), where B is a Borel set and N (B)
is a counting measure. An instance of N is called a point pattern.

Similar to its one-dimensional counterpart, we can characterize a spa-
tial point process by its first moment, which is called its intensity mea-
sure:

A(B) = E[N(B)].

A special case is given if the process is invariant under translation of
its points. We then speak of a homogeneous process and can describe the
intensity A(B) as:

A(B) = X A(B),

where X isa constant intensity and A(B) is the surface area of the Borel set
B. In a similar manner we speak of an isotropic process when the rotated
point process has the same distribution for any rotation angle around the
origin.

The simplest example of a spatial process is given by a homogeneous
spatial Poisson process, see Kingman (1993). The number of points K in
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any Borel set B on the plane follows a Poisson distribution, depending on
the area A(B) of the set and the intensity of the process .

(A A(B))"*

P[K =k = =

exp (—\ A(B)) k=0,1,... (5.1)

Another important feature of the homogeneous Poisson process is
that for an arbitrary integer number ¢ and non-overlapping (disjoint)
Borel sets Bj,..., By, the random variables N(B1),..., N(By) are in-
dependent. Due to these two properties, the spatial Poisson process is
both homogeneous and isotropic. An instance of the homogeneous spa-
tial Poisson process is depicted in Fig. 5.1(a).

(a) Homogeneous Poisson process (b) Matern cluster process

Figure 5.1: Samples of different spatial processes

Non-homogeneous Poisson processes are stochastic models for point
patterns with regular differences in the density of points. Here, the two-
dimensional intensity function A(z, y) is used instead of the intensity pa-
rameter .
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Several other variants of spatial processes exist that can have a non-
uniform density of points. The class of Neyman-Scott point patterns is
often used in spatial statistics to model clustered point patterns. For their
construction, a homogeneous Poisson pattern is at first used to generate a
set of parent points. Around each parent point a cluster of children points
is distributed. An example of a Neyman-Scott process is the Matern clus-
ter process. Here, the number of points per cluster is also Poisson dis-
tributed and the points are distributed uniformly in a circle with a fixed
radius around each cluster center, see Fig. 5.1(b). Other spatial processes
that are based on MAP (Markovian Arrival Process) are for example the
Isotropic Phase Type Planar Point Process (I PhP?), see Remiche (1998),
or the Markovian Spatial Arrival Process by Baum (1998). The application
of these processes in the context of performance of wireless systems has
also been investigated to some extent.

Some research work can be found in the literature, where spatial point
processes are applied to the performance analysis of CDMA networks.
Fleming et al. (1997) derive an analytical expression of the loading factor
(see Section 2.4) when considering that all MSs and BSs are distributed
according to a spatial Poisson process. The authors showed that the load-
ing factor increases for a more irregular layout of the BSs. Baccelli and
Blaszczyszyn (2000) define and analyze a class of random coverage pro-
cesses and study the properties of the process, which permit the compu-
tation of the outage probability and the handover regions. Another work
by Baccelli et al. (2001) provides a generic stochastic model to estimate
the spatial averages of geometrical characteristics, e.g. shape of the cells
or soft handover regions, while taking the irregular nature of the point
patterns into account. Chan and Hanly (2001) use a spatial Poisson pro-
cess to calculate approximations and bounds on the outage probability in
acell.
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5.1.2 The Demand Node Concept

The demand node concept was first introduced in Tutschku, Gerlich, and
Tran-Gia (1996). The basic traffic characterization is the representation of
the spatial distribution of the demand for teletraffic by discrete points,
called demand nodes. Demand nodes are widely used in economics for
solving facility location problems.

Definition 5.2

A demand node represents the center of an area that contains a quantum
of demand from teletraffic viewpoint, accounted in a fixed number of call
requests per time unit.

The notion of demand nodes introduces a discretization of the de-
mand in both space and demand. In consequence, the demand nodes are
dense in areas of high traffic intensity and sparse in areas of low traffic
intensity. Together with the time-independent geographic traffic model,
the demand node concept constitutes a static population model for the
description of the mobile subscriber distribution. The advantage of this
discrete characterization is that the use of discrete network planning al-
gorithms is facilitated, see Tutschku (1998).

Figure 5.2 shows the spatial traffic distribution of demand nodes gen-
erated with the partitional clustering method presented in Tutschku and
Tran-Gia (1998) and Tran-Gia, Leibnitz, and Tutschku (2000). It shows a
160 km x 160 km area around the Dallas-Fort Worth metroplex in Texas.
The input for this point distribution was generated by a traffic matrix ob-
tained from measurements. As can be clearly seen, the pattern is of a very
clustered nature. The areas around downtown Dallas and downtown Fort
Worth show a much higher traffic intensity, indicated by the much higher
density of points, than the areas of the surrounding smaller cities or sub-
urbs.

In the following sections we deal with the evaluation of CDMA per-
formance when the user locations are modeled by spatial point patterns.
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Figure 5.2: Two-dimensional demand node distribution of the Dallas-Fort
Worth metroplex

Our focus lies on a spatial homogeneous Poisson process for modeling the
location of the users in the cells. An extension to non-homogeneous pro-
cesses is possible as well. However, an examination of non-homogeneous
scenarios makes it more difficult to illustrate the general influence of the
system parameters.
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5.2 Single Cell Outage Analysis

This section is intended to provide the infrastructure for the analysis of a
CDMA cell. We define an outage condition metric that can be used in the
network design process. When analyzing a CDMA cell, its complexity is
determined by the stochastic property of the customer population and the
probabilistic nature of the radio transmission. Due to these issues, the cell
capacity and the cell radius become probabilistic quantities. It is therefore
also necessary to define the coverage and the capacity in a probabilistic
fashion.

Let us consider in the following a single CDMA cell in a network with
a BS supporting a certain number of calls. At the instant of the observa-
tion there are k calls that are supported in the coverage area and power-
controlled by this BS, see Fig. 5.3.

call -
 duration idle time : activity
‘>

bursts

Figure 5.3: Single CDMA cell with k supported calls

We observe in particular a user ¢ in an activity phase. This is the period
of time, when a customer transmits an activity burst during his call. These
bursts are separated by idle phases, like illustrated in Fig. 5.3. This general
behavior of on-off activity can be applied to both, voice calls and data
transmissions, e.g. World Wide Web browsing, see. Tran-Gia, Staehle, and
Leibnitz (2001).
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Considering at this stage only voice connections, we can see in Fig. 5.3
that a call is active for a certain period. After this time, the user is idle for
a period until starting a new connection. However, during an active call,
the user does not transmit all the time. As the connection is bidirectional,
the user is active (“talking”) for a time followed by inactive phases during
which he listens to his counterpart. For the AMR (Adaptive Multi-Rate)
vocoder used in UMTS voice transmission, different frame types are used
in active and idle phases.

The ratio between active and total call duration is denoted as the ac-
tivity factor (see also Section 2.4). While voice traffic is rather symmetrical
when observing the activity of the user (activity factor of about 0.45), data
traffic is highly asymmetrical. In Section 5.3 we deal with this type of traf-
fic in greater detail.

For the further model of the cell, we consider the number of the (ac-
tive) connections in the cell to be a random variable denoted by K, which
is governed by a spatial process. At any observation instant, K takes an
instantaneous value denoted by k.

5.2.1 Outage Model for a Fixed Number of Users

If we look at the customer 7 at a point in the cell, let the distance of this
customer from the transmitter be x. The transmit power (in dBW) of the
customer is given in terms of his received power S; at the BS by

P, =S, +G(z)+ Z, (5.2)

where G(z) is the link gain at distance x from the BS (including antenna
and receiver gains) and Z is a random variable representing shadow fad-
ing. Path loss is usually well modeled using Hata’s model, see Eqn. (4.4).
The shadow fading variable Z is well modeled as a zero-mean Gaussian
random variable with variance 0%, see Rappaport (1996).
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The measure that indicates the quality of a CDMA link is given by the
E, /Ny level. Due to fluctuations from channel fading, imperfections in
power control, and influences from other users, the E;, /Ny value becomes
a random term. If we recall the results from Chapter 4, the E; /Ny can be
well modeled by a log-normal random variable. Outage occurs for user i
when the E;,/No requirement can not be fulfilled. This happens when the
interference in the system is so high that user i would require to transmit
at a power level greater than the maximum level P™#* i.e.

pout = Pr[S; + G(z) + Z > P™™]. (5.3)

After giving the definition of the outage event, its probability can
be computed. All variables and notation are used in analogy to Veer-
avalli, Sendonaris, and Jain (1997) and its extension by Tran-Gia, Jain, and
Leibnitz (1998), especially the notation that for any power or signal-to—
interference ratio x in dB, its transformation to linear space is denoted by

X-
The E,/No €; for the i-th customer at the BS may be expressed in
terms of the received powers S; of the various customers as:
b= — (5.4)
> UE 4 No+1
J#i
Here, v; is the voice activity factor of the j-th user, as described above,
cf. Fig. 5.3. The variables {v; } are modeled as independent Bernoulli ran-
dom variables

Priv; =1l =p
Privy=0l=1-p
R; denotes the information bit rate of user 4 in bits per seconds and
W is the frequency bandwidth in Hz. The total interference in the denom-

inator is added by the background noise power spectral density Ny and
the other-cell interference density I.
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The random variables S, S>,...,Sx—1 are modeled as i.i.d. log-
normal distributed random variables. Since the required E; /Ny € is also
log-normal, e = 101log ¢ is Gaussian with typical values for the mean and
standard deviation of m. = 7 dB and o. = 2.5 dB, cf. Viterbi and Viterbi
(1993). The mean m, and second moment §: of the random variable ¢ are:

2
ms = exp <@) exp (Bm.) (5.5)
d: = exp (2(ﬂa€)2) exp (28m.) (5.6)

where 3 = (In10)/10.
The mean and the second moment of S are then derived as:
(No + I)Wmé

¥ ok~ Dm: 0

mg(k) =
5o (k) = ((No + DWW + p(kz— )ymg)® — (k — 1)p*m%) 55
(%) —pk—1)0

Examination of Eqn. (5.7) shows that k& cannot exceed the value for which
the denominator is zero. This value is the pole capacity, see Section 2.4.

(5.8)

w

— +1 .
ks (5.9)

kpole =

and can be interpreted as the limit on the number of customers a cell can
support when the coverage shrinks to zero.

Since § is log-normal, S is Gaussian. The mean and variance of S can
easily be calculated in terms of m¢ and d¢ as given below:

ms(k) = 20log,, mg(k) — 5logods(k) (5.10)

and
1

o5(k) = 5 (1010810 5(k) — 20log, m,s (k) (5.11)
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Assuming that S and Z are uncorrelated, we can hence rewrite
Eqgn. (5.3) as:

_ P — G(x) — ms(k)
pout(z, k) = Q ( ST 702 ) (5.12)

where Q(z) is the tail of the Gaussian PDF as defined in Eqn. (4.12).

Eqgn. (5.12) yields the probability of an outage as function of the dis-
tance of the customer from the BS and the number of customers that are
supplied in this cell. However, it is desired to have a term that is uncon-
ditional of the second parameter, i.e. making pou: & function of only z or
k. Considering the outage perceived by the customer at distance z from
the BS, we can formulate pout(z) as:

pout(z) = > _ pour(z, k) - P [k calls in cell with radius 7] . (5.13)
k

The derivation of the probability to have k customers in a cell based on
a certain traffic behavior is done with a spatial Poisson process and is
described in Section 5.2.2. In a similar fashion we can later describe the
outage probability as a function of the number of users.

pout(k) = /pout(a:,k) - P[“radius of cell with k usersis z”] dz (5.14)
0

5.2.2 CDMA Coverage in a Clustered Environment

So far, the randomness was only taken into account for the modeling of
the transmission channel. The equation for the probability of outage re-
quires as parameters the number of customers in the cell and the distance
of the observed customer. Our aim is to uncondition the outage probabil-
ity of one of the parameters. By modeling the location of the customers
with a spatial process, we can obtain a mathematical description of the
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5 Analysis of WCDMA Capacity with Spatial Traffic

customer distribution within the cell. We can then use the point process
to characterize the relationship between number and location of the cus-
tomers.

Based on this Poisson process assumption we consider now a cell
modeled by a circle with radius R.. One active call is assumed to be on the
circle and k — 1 connections are inside the circle, see also Fig. 5.3. The cor-
responding coverage area is A = 7R?, where both A and R.. are random
variables. To give a mathematical description, we can define the random
variable A as the surface of the smallest circle containing & points. Due
to the property of the spatial Poisson process, the size of the surface A is
distributed according to an Erlang-distribution of order k:

Q)
Al) =PASyl=1-3 S exp(-Ay),
i=0 ’
with the probability density function:
d _ Ay

a(y) = d_yA(y) ERCE exp (—Ay) .

It is more useful, however, to consider the radius of the cell rather than
its surface, as this translates directly to the distance between customer and
BS. The distribution of the radius R, can be derived as

(Arz?)?
!

exp (—}\Tra:2) ,

with the probability density function

_ (A2mz) A )k !
re(@) = k—1)!

exp (—Arz?) (5.15)
With Egn. (5.15) we can now calculate the probability that we have a cell

radius of x for a cell currently supporting & calls assuming an intensity of
A users per unit area size.
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5.2 Single Cell Outage Analysis

The following figures illustrate the shape of the curve of r.(z).
Fig. 5.4(a) depicts the sensitivity of r.(z) to variations of k. It shows that
to support fewer calls, the mean cell radius is in general smaller than for
larger values of k, for a fixed traffic intensity of A = 10. The shape and
variance of the curves stay the same. In Fig. 5.4(b) the curve for r.(z) is
plotted with a fixed value of £ = 50 and varying traffic intensities A. It
indicates that for areas with high values of A, e.g. urban or dense urban
regions, the cell radius is more clearly defined than for areas with lower
intensity, like the curve for A = 10. The range of the radius is here much
larger than the one of the curves with higher \.
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Figure 5.4: Sensitivity of the cell radius density function

Dynamics of CDMA Cell Coverage

Considering the two-dimensional customer traffic process as discussed
above, the coverage area of a cell in a CDMA network is estimated, where
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5 Analysis of WCDMA Capacity with Spatial Traffic

the outage probability given in Egn. (5.12) is taken as the criterion to de-
fine the boundary of a cell.

We can now get back to Egn. (5.13) and Eqn. (5.14). With the Poisson
process we now have a mechanism to describe the probability to have k&
calls in the cell with radius = and the probability that the radius of the cell
with k calls is z. Thus, the r.v. for the number of users distributed in a cell
with area A = 72?2 is Poisson distributed with density A, which translates
to an expected number of users in the cell € = AA = A 7 2.

First we look at a cell with radius R. = z. The probability to have
k connections in the cell with radius z is simply Poisson distributed, as
shown in Egn. (5.1). The overall unconditioned outage probability for this
cell can then be derived as:!

i k
pout(z) = Zpout($: k) % exp (—¢€) (5.16)
k=1

The resulting outage probability in Eqn. (5.16) is now no longer de-
pendent on the number of calls in the cell like Egn. (5.12), but only on
the distance from the base station and the intensity of the cluster process.
This translates to an assumed traffic value for the area of the cell. There-
fore, it is enough to know the environment of the cell, such as urban or
suburban, and map this value to a certain value of \.

Given a value of pout(z, k) and a number of calls currently being sup-
ported by the cell, the radius of the cell is fixed. Similarly, given a value
of pout(z, k) and the radius of a cell, the number of calls supported by
the cell is fixed. These ideas are summarized in Fig. 5.5(a), where we plot
pout(z, k) from Eqn. (5.12) versus calls and Fig. 5.5(b) with pou(z, k) ver-
sus distance.

Some interesting observations about the behavior of these relation-
ships can be made. Both curves have a slowly increasing part and a very
fast increasing part. In general, we would like to operate in the slowly

LFor the summation over k, values for P, ; (z, k) = 1 are assumed, where k exceeded kpoje.
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Figure 5.5: Impact of distance and number of users on outage probability

changing part of the curve as far as possible to ensure stability of the QoS
for the customers.

Interaction of Capacity and Customer Dynamics

We now focus on the question, how large the coverage area of a CDMA
cell is if we want to cover a given number of k active calls. From network
design viewpoint the coverage corresponds to a chosen outage probabil-
ity, which can be derived by combining Eqn. (5.12) and Eqgn. (5.15).

Pout(k / Pout(z, k) re() da (5.17)
0

Eqgn. (5.17) gives us a relationship between probability of outage and
number of calls. Here, it is no longer necessary to know the distances of
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5 Analysis of WCDMA Capacity with Spatial Traffic

the individual customers as these are being implicitly represented by the
Poisson process.

The results analyzed here suggest that the CDMA cell has to be provi-
sioned like a processor in a queuing system. This implies that like queue-
ing systems we can construct load service curves and use stability argu-
ments to determine how heavily they should be loaded. These curves are
presented in this section. Like average delay, the QoS for a CDMA cell
would be the outage probability pout.

The choice of poyt depends on the area over which the coverage of a
CDMA cell is desired. In this analysis, pout is maintained along the edge
of the cell, the area over which the outage is maintained extends from
the BS to the edge of the cell. In general, the target of about 90-95% edge
coverage is desired. In other words we would like pout to be between 5-
10 %. In the following section we discuss this issue in more details with
some numerical examples.

The interaction between customer dynamics and the capacity dynam-
ics leads to the new definitions of the coverage and the capacity of the cell
as given by Eqn. (5.16) and Eqgn. (5.17). In particular, consider Fig. 5.6(a)
and 5.6(b).

It is clear that in Fig. 5.6(b) the rate of change of pou(x) as a function
of distance is small until it reaches a certain point where it grows expo-
nentially (much like the delay curves of the queuing system). Similarly, if
we look at the curve in Fig. 5.6(a), the rate of change of pou (k) is initially
small but extends exponentially as the number of calls increase. This is
due to the fact that the probability to find more users in a certain area is
higher for high user densities. For a small traffic intensity, the cells will
be larger when supporting a certain number of users, leading to higher
outage probabilities due to propagation loss. Both curves approach a step
function for a limit of A — oo.

We are now interested in the tradeoff between cell radius and capacity
in terms of the average number of users ¢ in the cell. For this we assume a
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Figure 5.6: Relationship between capacity, coverage, and outage probabil-
ity

fixed maximum outage probability pg,: defining our quality of service and
which we do not wish to exceed. In solving Eqgn. (5.16) for = we can derive
the maximum cell radius for which pg, is still maintained. The curves for
the coverage-capacity tradeoff are given in Fig. 5.7. Note that the stricter
we get with our outage requirements, i.e. pg,: becoming smaller, we also
reduce the maximum cell radius for the same mean number of users.

Thus, for a CDMA cell the capacity and coverage are both provision-
able quantities and are dominated by stability issues rather than by actual
resource constraints. In general, given a spatial traffic intensity A and pout,
the capacity and the coverage of the cell can both be determined by sta-
bility arguments.
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5.3 Influence of Activity on Outage
Probability

In this section we investigate the impact of both voice and data services
in a cell. Both types of users are assumed to be distributed according to
a spatial Poisson process, which makes it possible to obtain a stochastic
description of the QoS in the cell, which is again measured by the proba-
bility of outage. The results in this section were presented in Tran-Gia and
Leibnitz (1999).

5.3.1 TCP/IP Data Transmission over CDMA

Data applications are expected to play an increasingly important role
in the next generation mobile communication services. The demand for
wireless access to the Internet, e.g. applications such as the World Wide
Web (WWW) or Electronic Mail (E-mail), is expected to rapidly increase
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over the next decade. It has become a necessity that a user can have access
to such applications from anywhere he wants just like using a wireless
phone.

Internet applications operate with a TCP/IP protocol stack. The main
components here are the Internet Protocol (IP) on the network layer and
the window based flow control mechanism TCP (Transmission Control
Protocol) on the transport layer. While in principle TCP should work any-
where regardless of the underlying network architecture, it was primar-
ily designed for operating in wired networks with low BER of approxi-
mately 10~%. For each transmitted TCP segment a timer is set and when
a timeout occurs, network congestion is assumed. In order to allow the
network to recover from this congestion, TCP reduces its window size
and thus the transmission rate. Problems occur when part of the trans-
mission goes over a wireless link. Here, the BER is much higher and can
be between 1072 and 10~*, which leads to lost packets being the major
cause for timeouts instead of network congestion. However, TCP misin-
terprets these packet corruptions as congestion and reduces the window
size. Additionally, due to the slow start algorithm the rate at which the
window is increased is restricted. All of this leads to a decrease in end-to-
end throughput and latency since the window sizes is never optimal.

One approach to increase TCP performance for a heterogeneous
wired and wireless environment is to introduce a link layer protocol em-
ploying either Forward Error Correction (FEC) or more commonly Au-
tomatic Repeat Request (ARQ) or a combination of both. The advantage
here is to operate in a layered structure of network protocols indepen-
dently of the transport layer protocol without any further modification to
TCP. The protocol stack for a CDMA cellular system is depicted in Fig. 5.8,
cf. TIAZ/EIA/1S-707 (1997). The Radio Link Protocol (RLP) given here op-
erates with a NAK-based ARQ mechanism with Selective Repeat (SR) and
operates seamlessly in the layer above the cellular 1S-95 physical layer.

In the following, we analyze the performance of the SR-ARQ in the
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Figure 5.8: Wireless CDOMA protocol stack

RLP. This permits us to dimension the buffers on the uplink and down-
link in order to maintain a desired QoS. We also see how the system pa-
rameters influence the activity time of data bursts (which we refer to as
packet calls) and show the impacts that data users have on an integrated
voice/data cell.

5.3.2 Analysis of the 1S-707 Radio Link Protocol
(RLP)

In the North American 1S-707 standard on data transmission the RLP is
defined as a NAK-based SR-ARQ scheme. Its purpose is to achieve an ac-
ceptable frame error performance for the IP packets that are transferred
to higher layers. In a similar fashion, the Radio Link Control (RLC) Pro-
tocol is implemented also for UMTS, see Holma and Toskala (2000). Here,
three modes of operation are defined: transparent mode, unacknowl-
edged mode, and acknowledged mode. Only the acknowledged mode
guarantees the correct delivery of the data and is therefore used for appli-
cations like E-mail or WWW.
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5.3 Influence of Activity on Outage Probability

RLP in cdmaOne uses the 20 ms frame structure. Since 1S-95 was
originally designed for voice transmission, it includes a variable bit rate
vocoder, which produces frames with variable lengths. For data transmis-
sion this can be utilized by filling the space of voice packets which are not
transmitted at full rate. Therefore, a CDMA frame can be used for voice,
data and mixed voice/data operation. This permits a subdivision in pri-
mary traffic which is usually voice and secondary traffic (usually data). It
should be noted that at full rate the payload of a frame is 171 bit which re-
quires that an IP packet, which usually consists of several hundred bytes,
is split up into many frames. Furthermore, it can be assumed that outer
loop power control maintains a nearly constant FER of approximately 1%.

Poisson 1y exponential
>
Session [ﬁ [ ] [
geometric
mean 120 s
Packet call . 2 | [~ ]
geometric, E[NF(‘]=5
geometric
¥imean 0.01 5¥
mean 0.01s
IP Packet [ 1 l [ 2 l [ 3 l N,
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round trip time 7, E[N,1=25
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CDMA RLL (RX) 11213 N, 2|3

virtual transmission time 7,

Figure 5.9: CDMA user connection process
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For our analysis we assume a user source model which corresponds to
the one given in the proposal for the next generation CDMA system ITU
(1998). A more detailed source traffic model for wireless applications can
be found in the paper by Tran-Gia, Staehle, and Leibnitz (2001). Two ma-
jor classes of users exist: class A describes users with short messages, e.g.
Telnet or E-Mail, and class B describes users performing WWW sessions.
We can assume that the mobile unit is always a client and that the server
is located within the wired network. Since WWW accesses are asymmet-
ric, the traffic in the client-server direction is less than the traffic being
transmitted from the server to the client. Therefore, we use class B for the
description of the downlink traffic and introduce another user category
(class C) for describing the uplink.

Users in classes B and C behave in the following way;, cf. Fig. 5.9. The
user activates a WWW session with a Poisson arrival rate Ag. Each ses-
sion contains NV, packet calls which is a geometric random variable with
mean E[N,.] = 5. The interarrival time is also geometric with a mean of
120 s. Within each packet call N,, packets are generated. The number of
packets is Pareto-distributed with the parametersa = 1.1, k = 2.27and a
mean of E[N,] = 25, see Egn. (5.18).

1—-(5)" z>k>0
0 <k

PriN, =] = (5.18)

The IP packets have a fixed size of 480 bytes on the downlink and 90
bytes on the uplink. The interarrival time between two packets is geomet-
ric with a mean of 0.01 s. Thus, at the RLL each IP packet is split into V¢
RLL frames, each with 171 bits payload.

Analysis of the Radio Link Protocol

Let the size of an IP packet be given as NP% = 480 bytes and NY'% = 90
bytes for the downlink and the uplink, respectively. Assuming only pri-
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mary channels, we can transport in each 20 ms RLL frame X = 171 bits.
Therefore, an IP packet must be split into Ny = N;/X frames for trans-
mission over the radio link. In our case, we have Nf* = 23and Nf'* =5
on the downlink and uplink, respectively. We now compute the trans-
mission time for one IP packet over the wireless link. All IP packets are
transmitted in sequence, however, if an error during the transmission oc-
curs, the IP packets become interleaved. This again increases the duration
of the transmission of a packet.

If we consider the virtual transmission time Ty of an IP packet, we
need to take into account the number of round trips Nz and the number
of frame transmissions N, then

Tv = NrTr + N7 Tr.

We assume that the time needed for the transmission of one frame is Tr =
20 ms and due to the frame structure the round trip time can be estimated
asTr =2T7.

Each of the frames is transmitted Y times until it is successfully re-
ceived depending on the frame error probability p s in the wireless chan-
nel. We can assume that frame errors occur independently and that Y is
geometrically distributed with distribution y(#) and cumulative distribu-
tion function (CDF) Y (z) according to

y(i) =Pr[Y =] =p; ' (1 —py) i=1,2,...
V(@) =PrlY <i]=1-p} i=1,2,...

The random variable for the number of round trips Nz can then be
expressed dependingon Y as

Ng =max{Y)Y,...,Y}.
———

Ny times

95



5 Analysis of WCDMA Capacity with Spatial Traffic

The cumulative distribution function of Nz can be computed from the
CDF of Y which leads to the distribution given by

Nr(i) =Pr[Ng =] = (1 —p})"’ i=1,2,...
0 1=1
nR(z) = PI’[NR S 1,] =
Nr(i) = Nr(i—1) i=2,3,...
The number of frame transmissions Nz can be computed as the N;-

fold sum of the random variable Y, which corresponds to the N¢-fold
convolution of the distribution y(z) with itself.

Nr=Y+4+Y+4---4Y
N——————

Ny times

nr(i) =Pr[Nr =i =y(@H) ®y() ® - ® y(i) 1=1,2,...

Figure 5.10(a) depicts the complementary distribution function of the
virtual transmission time Ty of a single IP packet. The time scale is in mil-
liseconds. We assumed that the frame error rate in this case is py = 0.01,
0.05, and 0.1 and that the number of frames required for one IP packet is
N{" =5and NP* = 23, which corresponds to the size of an IP packet
on the up- and downlink, respectively.

Dimensioning Packet Buffer Sizes

With the knowledge of the transmission time of a single IP packet, we
can dimension the buffer size needed to compensate for the high retrans-
mission rate due to the bad link quality at an acceptable rate of blocking.
For this we can assume our system to be an M/G/n — 0 system, i.e. we
have Poisson arrivals of IP packets, the service time is given by the dis-
tribution of Tv and n is the number of buffer slots. On the downlink the
mean number of packets transmitted during a 120 s packet call is 25. If the
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Figure 5.10: Analysis of IP packet transmission time

packet size on the downlink is on average 480 bytes, we have an arrival
rate of:

120s = 800 bps
The link utilization in this case is
pr _ 800bps
"~ 9600 bps 8.33%.

On the uplink, we can compute the same values and obtain A\UZ =
150 bps and pUL = 1.56%.

We can now compute the required buffer size for both links by using
the Erlang-B formula for an M /G /n—0 system with a = AE[Tv] and find-
ing the minimum number of servers n that satisfies our QoS requirements
of a blocking probability p, < 10™*. The resulting curves are depicted in
Fig. 5.10(b).
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5.3.3 Outage Probability in an Integrated
Voice/Data System

Analogously to Section 5.2.1 we can now compute the outage probabil-
ity for a cell currently supporting a number of k voice and data connec-
tions at an observed time instant. Let the percentage of data users be w.
However, voice and data connections differ significantly when consider-
ing the burstiness of the user activity. Measurements of human conver-
sations have yielded that the time when one party is active is only about
45% of the whole conversation time. As shown in Section 5.2.1 we can
model the voice activity of user j by a Bernoulli random variable v; that
is active with probability p, = 0.45 and inactive with probability 1 — p,.

The activity in data connections, however, is very asymmetric and de-
pends on the direction of the examined link. As a client the MS needs only
little bandwidth on the uplink for applications such as E-mail or WWW.
Most traffic that is generated is from requests for data which is transmit-
ted on the downlink. For modeling purposes, we assume that the data
user 7 is active with probability P(y; = 1) = pg4 using the Bernoulli ran-
dom variables ;. In the previous section we could see that the utilization
of both links is below 10%. We therefore use p; = 0.1 as the uplink activ-
ity.

Let the cell be loaded with (1 — w) k voice and w k data users. The
Ey, /Ny of user i can be expressed in terms of the received powers of the
other users in the cell S;.

|

&= Tk

.5 wk o8,
S OUE Y U 4 No+ T
i i#i

We can assume that the power control mechanism is the same for both
voice and data users. Therefore, the random variables S are again mod-
eled as i.i.d. random variables. The first and second moment of the log-
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normal variable ¢ can then be computed analogously to Egns. (5.7) and
(5.8) by

Wme (No + I)

mg(k,w) = [T— (5.19)
R (3
5 (k) = 2 (W Not D ¥msm) = min) g

(T2 —6: (1 —w) k po +wk pa)
where k = (1 — w) k p, + w k pq. Then, the pole capacity of the system
with mean SIR of m¢ and a fraction of w data users is

w
R (wpi+ (1 —w)py) me

kpole =

With the same argumentation as in Section 5.2.1 we can give the mean
and variance of the Gaussian random variables S as

ms(k,w) =20log mg(k,w) — 5logds(k,w)
1
B
where again 8 = In(10)/10.

This leads to an outage probability at a distance = with k users and a
percentage of w data users of

pout(z, k,w) = Q (Pmax - G(x) — ms(k,w))

o(k,w)+o%

o5 (k,w) = =(10log 4 (k,w) — 20 log m 4 (k,w))

Like in Section 5.2.2 it is now possible to give an outage probability term
unconditioned of the number of users k by using a spatial Poisson process
to characterize the relationship between the number and location of the
users in the cell. The probability to have k connections in a cell with radius
x is Poisson distributed and this leads to

00 k
po(,) = 3 poae, by 0) &7 exp(—6) (5.21)
k=1 :
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Fig. 5.11(a) shows the impact of the percentage w on the outage prob-
ability as function of the cell load. The distance of the observed user is
fixed at z = 2 km. It can be seen that the higher the percentage of data
users is in the cell, the higher the cell capacity becomes for the same out-
age probability. This is due to the fact that the activity phase of data users
on the uplink is much lower than that for voice users.

0.2 2000
— *
> é poul
£ 0.15 2 1500
2 ]
s 8 0.05
° =
a 8 1000
e 0.1 2 0.01
S S
3 E
0.05 s 500
€
0 0
0 500 1000 1500 2000 5 10 15 20 25
cell radius [m] mean number of users &
(a) Outage probability (b) Coverage and capacity tradeoff

Figure 5.11: Impact of number of data users

The Egn. (5.21) can be solved for z in order to obtain the coverage
and capacity tradeoff, cf. Fig. 5.11(b). In this case the maximum outage
probability is given as pouwr = 0.01, 0.05, and 0.1. The fraction of data
users is kept constant at w = 0.25. It can be seen that the stricter the

outage requirements the smaller the coverage areas get, which reach zero
at k)p0|e.
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5.4 Outage Computation under Soft
Handover

In this section, we extend the above characterization of coverage and ca-
pacity from a single to a multi-cell environment. We assume a standard
hexagonal layout of cells as shown in Fig. 5.12(a). In such an environment
it is very important to account for soft handover because many studies,
such as by Viterbi et al. (1994) and Sendonaris and Veeravalli (1997), have
revealed that this feature of CDMA systems increases the performance in
terms of both coverage and capacity. A mobile is in N-way soft handover
if it is in simultaneous communication with N BSs. If one of the N links
suffers deep fading, another one may still be acceptable. Thereby, outage
probability is reduced because the mobile transmit power does not neces-
sary have to be increased.

inter-BS
distance d

(a) Hexagonal BS layout (b) Soft handover regions

Figure 5.12: CDMA cell layout models

101



5 Analysis of WCDMA Capacity with Spatial Traffic

5.4.1 Soft Handover Probabilities

Whether a mobile is in soft handover or not depends on the downlink
path pilot signal-to-interference ratio received from the surrounding BSs.
Since our primary interest is studying the long term system behavior, we
do not consider mobility of the users and only need to focus on one of
the soft handover thresholds, T_-DROP. A mobile is in at least N-way soft
handover if N pilot-to-interference values are received above the drop
threshold. Although higher degrees of soft handover are possible, they
are extremely unlikely under our assumption of a hexagonal layout of
BSs. We therefore only consider the case for N =2and N = 3.

Fig. 5.12(b) shows three BSs and the mean coverage areas of their pilot
signals. As we can see, 3-way soft handover is confined to the region in
the middle between all three BSs. No soft handover occurs in areas close
to the cell sites and the 2-way soft handover regions cover the remain-
ing area. Since the pilot signals are affected by shadow fading and their
coverage is therefore varying, the soft handover regions are not as clearly
defined as suggested by the figure. At any location there is a certain prob-
ability for 1-, 2-, and 3-way soft handover.

In the remainder of this section, we summarize and extend the charac-
terization of the soft handover probabilities found by Patel, Goni, Miller,
and Carter (1996). Let z1, ...,z be the distances from the investigated
mobile location to the L closest cell sites in ascending order, i.e. z; is the
distance to the closest BS, z» the distance to the second closest BS, and so
on. Further, E¢; denotes the pilot signal-to-interference-and-noise ratio
from cell 4, then Ec¢; is given as

Fei = — BiE; G(Zj) Zi 7 (5.22)
[Z:l E, G(x() Zy + NoW

where Z, is the random variable for shadow fading with Z, = a ¢ +
V1 —a? {,. The variables ¢ and (; are i.i.d. distributed zero mean Gaus-
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5.4 Outage Computation under Soft Handover

sian random variables with standard deviation o. The parameter a de-
termines the degree of fading correlation. The fraction of cell power allo-
cated to the pilot signal is 3; and E; is the total effectively radiated power
(ERP) of cell i. G(z;) denotes the path loss from cell site 7 to a mobile at
distance z;.

Neglecting the term for background noise NoW, Eqn. (5.22) can be
rewritten as

Bi

ECi=7y.
141010

(5.23)
with Y; being the normal distributed ratio of interference received from
cell sites k # i to the signal power received from BS i. The mean and stan-
dard deviation my; and oy, of Y; are functions dependent on z;, oz, and
a. Assuming independence of Y; and Y; (: # j), the desired soft handover
probabilities are given as

2 0g1o ( (7)) —1) —my,
ps.sh({rL})=H<1—Q<mlg (( d""”) 1) )) (5.24)

i=1 oy;
2 10log Bi ) _1) — my,
p2sn({zr}) :H 10 ((Td::;) ) Vi
—pash({zx}). (5.25)

A user is accordingly not in soft handover with probability pi.sn = 1 —
P2-sh — P3-sh-

Fig. 5.13(b) shows the 2- and 3-way soft handover probabilities en-
countered by a user moving from BS 1 along a line in the direction to
point C'P in Fig. 5.13(a). The 3-way soft handover probability is greatest
at the center point C P at a distance of about 1000 m, whereas the 2-way
soft handover probability is greatest for distances above 1300 m. This cor-
responds to the region of soft handover between BS 2 and BS 3.
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Figure 5.13: Probability for 2- and 3-way soft handover

5.4.2 Outage Probability under Soft Handover

If a mobile is in N-way soft handover, it has links to the N closest BSs.
Therefore, outage only occurs if the transmit power required for all these
links exceeds the maximum transmit power P™#*, Thus, under soft han-
dover Egn. (5.3) becomes

N
pout = Pr | () {Sn + G(xn) + Zn > P™*}

n=1

where S, is the received power from our observed user at BS n. As
mentioned in the previous section, Z,, is a random variable representing
shadow fading for the link to BS n.

Sendonaris and Veeravalli (1997) show that the probability of outage
for a customer at distance z,, to the n-th closest BS that is serving k,, active
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users is

00 N pmax _ G( ) _ ms(kn) —aozx
pout(N, {kn}, {z1}) = / |:1:[ ( V(1 —a2)oZ + o2 (kn) >:|

X L exp <_x_2> dx
Vo 2
where ms(k,) and o2 (k) are the mean and the variance of the required
received power for a cell site with &k, mobiles.
Since from the previous section we know the probabilities for being
in soft handover, Egns. (5.24) and (5.25), we can give an expression for

the outage probability not any more depending on the degree of soft han-
dover N:

puncond({kn}7 {mL}) = Z Pout(7, {kn}a {$n})pn-sh({$L})- (5.26)

As in Section 5.2.2, we assume that the customers are distributed accord-
ing to a spatial Poisson process. Therefore, the number of customers per
cell is Poisson distributed with mean & = 37‘/57"2)\. Here, r is the cell ra-
dius as introduced in Fig. 5.12(a) and X the traffic intensity of the Poisson
process. Using the customer distribution, Egn. (5.26) becomes

ppois({z1}) = Z Z Z (H 5"9275(—5)> Puncond({kn }, {z1})-

(5.27)

Fig. 5.14 shows the contour plot of ppeis. Base stations are located in the
lower left and lower right corner and in the top center. It can be clearly
seen that outage probability increases with the distances to the BS. How-
ever, due to soft handover the area between the cells sees smaller outage
probabilities than in the case without soft handover.
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Figure 5.14: Unconditioned outage probability with ¢ = 20 users

5.4.3 Determining the Coverage-Capacity
Tradeoff

Like in Section 5.2.2 the greatest outage probability value within a cell
pworst 1S only a function of r and A. The multi-cell counterpart to Fig. 5.6(a)
is Fig. 5.15(a). It shows the same behavior: the greater the cell radius and
the mean number of users, the worse pworst becomes. The curves lie below
the ones in Fig. 5.6(a), indicating the gain from soft handover.

From this we can derive the multi-cell coverage-capacity tradeoff that
is relating the mean number of users per cell with the maximum cell ra-
dius. This tradeoff is derived exactly like in Section 5.2.2. For a varying
mean number of users per cell & we determine the maximum cell ra-
dius, for which pworst €quals the maximum allowed outage probability
pout- Fig. 5.15(b) depicts the resulting tradeoff together with the single cell
tradeoff both for p5,, = 0.05. We see that soft handover leads to a gain
in coverage as well as capacity. For a fixed £, the maximum cell radius
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Figure 5.15: Outage probability and coverage-capacity tradeoff in a multi-
cell environment

is greater for the soft handover curve and vice versa a certain cell radius
corresponds to a greater £. The tradeoff curves will be used to determine
the coverage areas in the algorithmic approach to network planning de-
scribed in Chapter 6.
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6 Issues in CDMA Network
Planning

The previous sections have shown the relationship between coverage, ca-
pacity and quality of service in a cell. In this section we consider some
issues on planning CDMA networks based on the results from Chapter 5.
It is not intended to be a comprehensive description of how to perform
network planning in CDMA but rather to show the application of our
findings in this context.

In this chapter, we focus on two issues dealing with spatial user distri-
butions. Part one discusses an algorithmic approach on how to plan the
locations of base stations when the traffic distribution is given. We will
not limit to the homogeneous spatial distribution used for our analysis
in the previous chapter, but consider more clustered traffic patterns as
well. In the second part we describe how to compute the thresholds for
soft handover in an optimal way in order to balance the traffic load in the
cells and achieve a target soft handover area size.
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6 Issues in CDMA Network Planning

6.1 An Algorithmic Approach to CDMA
Network Planning

In second generation wireless FDMA systems, the planning task consists
mainly of finding the optimal locations of base stations and assigning the
available frequencies in an optimal way. While in the conventional ap-
proach the planning process is driven by area coverage considerations,
a demand oriented planning approach to wireless networks is presented
by Tutschku (1999). The aim here is not to cover as much area as possible
but to supply as many users and their traffic demand as possible. Addi-
tionally, existing interactions between planning constraints are taken into
account when resolving conflicting planning objectives. By doing so, the
approach automatically obtains planning solutions which are optimized
under multiple aspects. The key concept to achieve this is the introduction
of demand nodes as spatial description of the teletraffic, see Section 5.1.2.

In CDMA based systems the spatial traffic distribution becomes a
crucial issue. Due to the universal frequency reuse in all cells, it is no
longer necessary to consider the frequency assignment in the manner of
FDMA systems. However, as seen in the previous chapters, power control
is used to overcome the near-far problem and thus the spatial user distri-
bution has a great impact on the interference and thus the capacity of the
system. Recently, most existing planning tools, e.g. T-Mobile’s Pegasos ®
(Fig. 6.1), are being enhanced to consider WCDMA networks as well, see
Schroder et al. (2001).

In the literature some work can be found that deals with the planning
of CDMA networks. Wallace and Walton (1994) present a model which
provides uplink/downlink coverage and availability maps. This is done
by determining interference margins for link budget calculations consid-
ering effects due to loading, voice activity, power control, and soft/softer
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Figure 6.1: Coverage plot in T-Mobile’s Planning Tool Pegasos

handover. It is shown that the selection of the parameters for soft han-
dover and thus the percentage of soft handover play a critical role in net-
work planning. The paper by Takeo and Sato (1998) presents an algorithm
for setting the downlink pilot power and the uplink desired power level.
The authors investigate the E, /Ny of all BSs in a non-uniform environ-
ment and show that its mean can be kept nearly at the same value, but
the variance is reduced by half. A similar study is presented by the same
authors in another paper. Here, Takeo et al. (2000) illustrate the necessity
of observing both link directions, uplink and downlink, as they differ sig-
nificantly due to the orthogonality factor. They show that when using an
adaptive BS selection, this selective transmission diversity results in op-
timum cell boundaries. In the work by Akl et al. (1999) the capacity of
the system is maximized by varying the downlink pilot powers and the
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6 Issues in CDMA Network Planning

BS locations. Especially, non-uniform traffic requires relocating BSs to ac-
commodate hot spot regions. The calculation is performed by iterations,
which is applied to capture the interdependence among the interference
to and from other cells, see also Staehle et al. (2002).

6.1.1 Specification of the Algorithm

In this section, we consider arbitrary cluster processes as user distribu-
tions and show how the results from the previous chapters can be used
to perform network planning. The instance of a cluster process can be
viewed as a snapshot of the user distribution in the planning region at
a certain point in time. Alternatively, the spatial distribution of demand
for mobile services can be represented by demand nodes as described in
Section 5.1. Those demand nodes also form a cluster point pattern.

We present an algorithm that takes as input the coverage-capacity
tradeoff, an arbitrary user distribution and planning parameters, such as

¢ the dimensions of the planning region,
¢ the desired fraction of overlap of cells, i.e. soft handover regions,
¢ the minimum percentage of users to be covered by the cells,
and which yields as result the positions of the required BSs and their cov-

erage areas. The steps of the algorithm are outlined in the following.

Step 1: Generate the Candidate Set of BSs

The first step aims at discretizing the planning problem. Instead of con-
sidering an infinite number of possible locations, we place a limited hum-
ber of candidate BSs on a grid with uniform distances between two BSs.
Thereby, the planning task is simplified considerably and is reduced to a
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set covering problem, i.e. the problem of selecting as few base stations as
possible that suffice to supply the required percentage of users.

First, the locations of the initial BS locations are determined by com-
puting the distance between neighboring BSs according to the target num-
ber of cells to be distributed. Then each BS is placed on a grid with this dis-
tance. The coverage area size of each cell is determined by the coverage-
capacity tradeoff and the cell radius is first set to this initial estimate. In
case that this radius is too large, there are too many users within this cell,
and the radius is reduced, otherwise it is increased. This adaptation is re-
peated with decreasing step size until the step size falls below a certain
threshold.

Step 2: Select an Optimal BS Subset

The goal of the second step is to select from the initial set as few cells as
possible that suffice to supply the required percentage of users. We also
want to approximately reach the desired degree of cell overlap, i.e. soft
handover areas, as specified by the corresponding planning parameter.

The task can be stated as set covering problem (SCP) which is given
here adapted from Chvatal (1979).

2
Minimize | A (1 +w (Z:JGFT*HNH -1- ovl> ) (6.1)

subject to |B| > cov| M| (6.2)
where the variables are given as follows:
M ={1,...,K} setof mobile stations
A={1,...,L} starting set of candidate cells

A*CA set of the selected base stations being the solution to the
planning problem

113



6 Issues in CDMA Network Planning

B= U N; set of all mobiles covered by the base stations in A*
JEA*
N; CM,j€ A setof mobiles supplied by BTS j, i.e. those mobiles in-
side the circle representing the BTS

cov € [0.5,1.0]  planning parameter denoting the minimum fraction of
users to be covered

ovl € [0.2,0.7]  planning parameter for the desired degree of cell over-
lap

w weight factor for the influence of the cell overlap crite-
rion

The constraint in Eqn. (6.2) enforces that at least the desired percent-
age of users is covered by the selected base stations. The objective in
Eqgn. (6.1) states that as few cell sites as possible are to be used. The factor
multiplied with |.4*| measures how well the desired degree of cell overlap
is reached. The term

Sjear Wil
|B]

is the cell overlap given by the planning solution A4*. The closer this term
is to the planning parameter ovl, the lower the factor and the better the
solution. The weight factor w is used to determine the importance of the
cell overlap criterion. A reasonable value is such that the solution is indif-
ferent between a 20% cell overlap mismatch and an additional BS in A",
iew= %. This w value is used for the planning tool.

Unfortunately, from complexity theory point of view, the SCP is NP-
complete, cf. Garey and Johnson (1979). Therefore, we employ a greedy
heuristic for solving it in polynomial time. It is assumed that the desirabil-
ity of using a BS increases with the number of users it supplies in addition
to those already covered by other cells. The objective to reach the desired
degree of cell overlap is accounted for in a way similar to Eqn. (6.1).

1

114



6.1 An Algorithmic Approach to COMA Network Planning

1. SetA* =0

2. %etB= |J N;.

jeax
3. If | B] > cov| M| return solution A*.

Otherwise find an index j € A\ A*

TNl 2
maximizing (|\;| = [BNA|) [ 1 —w % —€—ovl
and let k& denote that index.

4. Add k to A* and return to 2.

The set A* contains the selected base stations. B is the set of all
mobiles already covered by the base stations in A*. If the constraint in
Eqgn. (6.2) is fulfilled, the selected base stations are returned as the solu-
tion. Otherwise the BS being optimal under the greedy heuristic is iden-
tified and added to T'. The greedy objective is to maximize the number of
additionally covered users |A;| — |BNAN;|. The factor multiplied with this
term accounts for the mismatch between desired and actual cell overlap
incurred by the potential new BS. This time, the weight factor w is cho-
sen such that a cell overlap mismatch of 30 % reduces the desirability for
selecting the BS to 0.

After determining the optimal set of base stations, the drop threshold
for each cell is updated. Cells with few users have a large radius and those
with many users have a small radius according to the coverage—capacity
tradeoff. The pilot signal should cover the whole cell area but should not
go far beyond it and the drop thresholds determine the coverage of the pi-
lot signal. Consequently, the threshold for larger cells has to be decreased
and the one for smaller cells has to be increased. Otherwise, the later com-
puted soft handover and outage probabilities would be incorrect because
the soft handover probabilities depend on the drop threshold.
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Finally, the radius of each cell has to be updated. This is necessary be-
cause each cell has a different overlap with its neighbors. Only half of the
2-way soft handover users and one third of the 3-way soft handover users
are accounted to each cell. Thus, for a cell with large 2- and 3-way soft
handover regions the cell radius can be increased because the number of
users in the cell is lower than originally expected. On the other hand, the
cell radius has to be decreased for cells with lower than expected overlap.
The radius update takes place based on the coverage—capacity tradeoff.
Additionally, the worst outage probabilities can be computed and taken
into account. If the tradeoff criterion is met, but the outage probabilities in
the cell are too high, the cell radius is decreased. Each cell radius change
necessitates the update of the cell’s drop threshold for the reasons men-
tioned above.

Step 3: Employ a Location Optimization

Location optimization is performed to improve the solution of the greedy
heuristic because this solution is usually not optimal. The goal is to in-
crease the total coverage of users and to reduce the overlap of the cells.
This step consists of two phases.

In the first phase, for each BS the desirability of moving the BS is com-
puted and the ones with the highest value are selected. The desirability
increases with the number of surrounding uncovered MSs and with the
number of multiply covered users. This way, a cell that could cover some
more nearby users and additionally has a high overlap with surrounding
cells is very likely to be selected.

In the second phase, the selected cells are moved towards uncovered
MSs and away from multiply covered users. Thereby, our goal of increas-
ing the total coverage is reached because more users are covered without
letting any MS become uncovered, as they also are also covered by at least
another cell. The cell radius has to be recalculated after each movement
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step because of the possible change in the number of users per cell. These
cell radius adaptations takes place in the same way like for newly gener-
ated cells as described in Step 2.

6.1.2 Results of the Optimization

We now use the planning tool to analyze the influence of user clustering
on teletraffic engineering of CDMA networks. Planning was performed
for a region of 10 x 5 km containing 100 users with a requirement of
covering 90% of the users and a 30% desired cell overlap. Fig. 6.2(a) shows
the result for an unclustered and Fig. 6.2(b) for a heavily clustered user
distribution. As we can see, on average a cell contains more users and has
a smaller radius in Fig 6.2(b) than in the unclustered case. This leads to a
lower required number of base stations.

To provide more evidence for this result, 1000 planning experiments
for each user distribution are performed. Additionally, the determinis-
tic user distribution is considered, where mobiles are placed on a regu-
lar grid with constant and equal distance from each other. Tables 6.1-6.1
show the results for the average number of users per cell, the average cell
radius, and the number of required base stations. The corresponding 95%
Student-t confidence intervals are also given in the table. Like in the above
example, the mean number of base stations is the lower the less uniform
the user distribution is because a lower average cell radius is required
and, thus, more users can be accommodated in a cell. The variance is 0
for the deterministic case since there is no source of randomness. We also
see that the more clustered the user distribution, the greater the variance
and, consequently, the wider the confidence intervals are.

The explanation for the result that less BSs are needed for more clus-
tered traffic is easy. Due to the greedy heuristic, areas with high user
density are selected first as BS locations. In the presence of clusters, we
therefore have more users per BS compared to a more uniform user dis-
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Figure 6.2: Planning results for different spatial traffic
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user distribution mean variance 95% confidence interval

Deterministic 114 0 [11.4;11.4]
Poisson 12.381 0.687 [12.03;12.73]
Clustered 13.608 1.493 [13.09; 14.12]

Table 6.1: Average number of users per cell

user distribution mean variance 95% confidence interval

Deterministic 1770 0 [1770; 1770]
Poisson 1679 4911 [1649; 1709]
Clustered 1499 23780 [1433; 1563]

Table 6.2: Average cell radius in m

tribution. Thus, if it is only the goal to cover mobiles and not also area,
less BSs are needed to supply a certain number of users.

Since in the real world the demand for mobile services is very high
in some areas like cities or highways and very low in other areas such as
forests and farmland, demand oriented network planning can lead to a
substantial decrease of the required number of BSs. Thereby, setup and
operating costs can be significantly reduced because cell sites are among
the most important cost factors in cellular communication systems.

user distribution mean variance 95% confidence interval

Deterministic 8 0 [8; 8]
Poisson 7.414 0.405 [7.14;7.68]
Clustered 6.614 4.411 [5.73; 7.49]

Table 6.3: Required number of base stations
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Figure 6.3: Visualisation of outage and soft handover probabilities

120



6.2 Soft Handover Area Size with Spatial Traffic

In addition to performing the planning steps as described above, the
planning tool can visualize soft handover and outage probabilities. Like
for determining the coverage-capacity tradeoff, these probabilities can be
computed using Eqgns. (5.24), (5.25) and (5.26). This time the distances =,
to the closest BS are not given by the hexagonal layout of BS but by the
actual BS locations after planning. These are depicted in Fig. 6.3(a) and
Fig. 6.3(b) for the planning result of Fig. 6.2(a).

The areas in Fig. 6.3(a) which are colored light gray are areas with
low outage probabilities. In Fig. 6.3(b), the dark gray areas represent low
probabilities of soft handover, whereas lighter shading indicates a high
degree of soft handover.

6.2 Soft Handover Area Size with Spatial
Traffic

So far we have seen that the soft handover area size plays an important
role in network planning. The percentage of soft handover is a required
input parameter for the planning algorithm presented in the previous sec-
tion. We now examine the interactions of the soft handover thresholds on
the traffic load of a CDMA cell, see Remiche and Leibnitz (1999). Again,
we assume a spatial user distribution and determine the joint probabil-
ity distribution of the cell radius of two cells involved in soft handover.
With these values, we can obtain optimal threshold values obeying the
fluctuations of the cell radius for an expected target traffic load.

6.2.1 Spatial User Distribution Model

Suppose now that customers are randomly located within the plane ac-
cording to a homogeneous Poisson process of rate A (see Section 5.1.1). In
such a process, the number N(B) of active users in some cell B depends
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only on the area of the cell in the following manner:

(AA(B))*

PrIN(B) = k] = =5

exp(—A A(B)), (6.3)
where k € IN and A(B) denotes the area of the set B. Another impor-
tant feature is that non-overlapping cells do not interact on each other’s
capacity, i.e. if the cells B, and B, are disjoint, then

Pr(N(B:) =k,N(Bz) = ¢ =Pr[N(B:) = k] Pr[N(Bz) =¢], (6.4)

where both &,/ € IN. Due to these two properties, the Poisson process
is first completely stationary, i.e. the process keeps the same character-
istics under any translation or rotation of the plane. Secondly, users are
observed as homogeneously spread over any studied area B.

The independence assumption between sets of users is only met when
those sets do not overlap. In case By and B, do overlap, the joint distribu-
tion of N(B1) and N(B-) depends on the actual number of points lying
in the overlapping area B, N B, denoted in the following by V. The dis-
tribution is then simply obtained by conditioning on N (V). So we have

Pr[N(Bi:) =k, N(Bz) =/
min(k,l)
= > Pr[N(B:)=k,N(By) =€ | N(V) =j] Pr[N(V) = j]

min(k,l)
= > PrIIN(V) =] PrIN(B:\ V) =k - j]
X PF[N(B> \ V) = £ — j] (65

using Eqn. (6.4).
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Given the observed number of users both in B; and Bs, the condi-
tional distribution of N (V') can then be obtained using

Pr[N(Bl)[ZE’N B,) = m)] Pr(N(B:) =¢,N(Bz2) =m | N(V) =k].

(6.6)

6.2.2 Radius of Cells According to the Expected
Traffic Load

Let C(a1,r1) and C(az,r2) be two cells of circular shape where a; is the
center and r; the radius of cell 4, for ¢ = 1, 2. The distance between the
two base stations located at the center of each cell is fixed to be equal to d.

Let pg, k. (r1, r2) be defined as
Phyky (r1,72) = Pr[N(C(a1,71)) > k1, N(C(az,72)) > k2]. (6.7)

Eqn. (6.7) states that C(a1,r1) and C(az, r2) must contain at least k; and ks
users, respectively. This implies that for example r; can be viewed as the
minimum radius of the cell C(a1,r1) when exactly k; users are expected
to be located in that cell. We can then heuristically interpret pg, «, (71, 72)
in the following manner

Dryko (r1,72) = Prradius of cell 1 < ry, radius of cell 2 < r»

| cell 1 contains ki users, cell 2 contains k- users] .
(6.8)

It follows that according to fixed k; and k2, we can derive the minimum
corresponding radius of each cell.
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We then have

Prika(ri,me) = Y Y PrIN(C(ai,m)) = ji, N(C(az,72)) = j] -

J1=k1 ja=ka

(6.9)

Two cases now have to be distinguished according to the values of r; and
ro.

First, if 1 + r» < d, then the two cells have no intersection, and the
two random variables corresponding to the number of points in C(a1,r1)
and C(a»,r2) are independent, as stated before. We can then simply use
Eqgn. (6.4).

Secondly, if r1 + r» > d, the random variables are dependent and
we should use Eqgn. (6.5). In this computation, the area of the overlap-
ping area V is needed as a function of the radius 1 and r», denoted
as V(ry,rz). Without loss of generality, we assume a; = (0,0) and
az = (d,0). The area V(ry, r2) is equal to the sum of V; and V3, where

%zar%—)zf/
Vo=Brs—(d—X)Y.

The following quantities have to be defined as

o PHrion o — arceos X

o 2d - T1
- F— d—X
Y =4/r - X2 B = arccos .

r2

6.2.3 Minimum Soft Handover Area Size

We now compute the values of py, &, (r1, r2) for some fixed k; and k» and
propose here to look at a simple case where d is fixed to 2.2 km. Addi-
tionally, it is assumed that in the average case, 3 users/km2 are observed;
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6.2 Soft Handover Area Size with Spatial Traffic

it implies that X is equal to 3.0. Due to the geographical and teletraffic
properties of the region, we would like the first base station to be able to
manage at least 10 customers and the second one 7.

Figure 6.4(a) represents the numerical results obtained for the joint
distribution of r1 and r». It is obvious that the greater the radius, the
greater the probability to observe at least the desired number of cus-
tomers. The curve shown here is not symmetrical, this is explained by
the introduction of different target parameters k; and k.

(a) Joint radius probability distribu- (b) Size of overlapping area
tion

Figure 6.4: Radius distribution and overlapping area

The corresponding area size V(r1,r2) is presented in Figure 6.4(b).
Also shown on that picture is a curve identifying all values of rq,r» for
which the probability is at 90% to observe at least 10 customers in cell
C(a1,r1) while at least 7 customers lie inside the second cell. The quantity
of interest here is the minimum overlapping area size, since it represents
the worst case where soft handover occurs. In this case, where d = 2.2
km, the minimum soft handover region would be about 0.14 km?. One
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6 Issues in CDMA Network Planning

should then expect to encounter on average 0.42 users in such a region.

Figure 6.5 illustrates different values of the soft handover area size
according to the distance d, separating the two studied BSs, given that the
other parameters keep the same value. One can observe that the greater
d, the smaller the value of the minimum overlapping area of the two cells.
Indeed the Poisson process keeps the same properties for whatever d. We
can also immediately observe in Figure 6.5 that the soft handover area
decreases as X increases. That is intuitive since in the same area, one can
observe more users when the density is high.

2.5
T
= 2
>
©
o 15 A=2 users/km?
©
2
-a 1
s A=3
g 0.5
3 =4

0
2 2.5 3

distance d [km]

Figure 6.5: Minimum soft handover region for different traffic intensities

6.2.4 Thresholds while Maintaining Traffic Load

Let us suppose we have another user entering the system at the margin
of the cells, see point “D” in Fig. 6.6. The user here has a probability pp to
leave the cell 1 at this point, i.e. pp = Pr[E./Io < T_-DROP]. In the same
way, at point “A” we can consider the probability p4 of not adding cell 2
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cell 1, k, users cell 2,
k, users
F4
A D
N ¥
N
E,/1,(dB)
TADD | i<
T_DROP
0 dr, r, d distance (km)

Figure 6.6: Variations of soft handover thresholds due to fluctuations of
traffic

to the active setto be ps = Pr[E./Io < T_ADD]. The probabilities pp and
pa should be proportional to the cell loading of cell 1 and 2, respectively:

k :
! and pA = ks
kpole

(6.10)

pp = kpole
where k; is the number of users in cell i and kyqe is the pole capacity,
i.e. the theoretical maximum number of users in each cell. If the loading
of cell 1 is high, the user should leave the cell with a higher probability
than if it is low. Equivalently, if the load of cell 2 is high, we want the
probability of cell 2 participating in soft handover to be low.
The probability of leaving the cell 1 at point “D” is given in Egn. (6.11)
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6 Issues in CDMA Network Planning

using Eqgn. (5.23).

Pr[Eci < T-DROP] = Pr Lyl < T_DROP (6.11)
1+ 1010
_ 10log (#&op - 1) — my,
oy,

=pPp.

Thus, if we give a predefined pp from Eqgn. (6.10), we can solve
Eqgn. (6.11) in order to obtain T_-DROP as

T_DROP = B . (6.12)
1+ 10(0Y1 Q= (pp)+my, )/10

We can perform the same kind of computation for T_ADD at point
“A” and obtain Eqgn. (6.13):

T_ADD = Be . (6.13)
1+ 10(0Y2Q’1(PA)+mY2)/10

We now have an expression for T_DROP that depends on the random
variable Z, which in turn contains the distance r; to cell 1. In T_ADD
we have the distance r» to BS 2. In the next section we describe how we
can use the size of the overlapping area from Section 6.2.3 to obtain the
values of r; and r,. This permits us to set T_.DROP and T_ADD in an
optimal way.

6.2.5 Threshold Values as a Function of Capacity
Loss

In Section 6.2.3, we obtained the minimum soft handover area when the
desired traffic load in each cell was observed with a probability equal to
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6.2 Soft Handover Area Size with Spatial Traffic

90%. Fig. 6.5 shows the minimum soft handover area according to the
inter-BS distance d.

To each minimum soft handover area corresponds some given val-
ues of the radius r; and r». With this pair of r; and r2, we can compute
the variations of the T_-DROP and T_ADD thresholds as a function of the
inter-BS distance d using Egns. (6.12) and (6.13).

-5

-10 T_ADD

-15
T_DROP

thresholds [dB]
]
o

1.6 1.8 2 2.2 24
distance [km]

Figure 6.7: Soft handover thresholds depending on the inter-BS distance
(A=3)

Figure 6.7 shows the thresholds obtained in the same conditions as
described in Section 6.2.3, i.e. k& = 10, k2 = 7 and the intensity \ of
the Poisson process is set to 3 users/km?. Results corresponding to an
inter-BS distance greater than 2.5 km are not shown here. Indeed there
is no overlapping area in such conditions as depicted in Figure 6.5. It
is then not necessary to study the probability that a user participates in
soft handover as soon as he is out of the range of the other BSs. An ex-
pected effect, see Chopra, Rohani, and Reed (1995), is that T_ADD should
be greater than T_-DROP whatever the inter-BS distance d. Moreover the
greater d becomes, the smaller the difference gets between the two con-
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6 Issues in CDMA Network Planning

sidered thresholds.
We can now propose a way to set the thresholds according to an ac-
cepted loss of capacity due to soft handover. As assumed in Section 6.2.3,
the minimum traffic load handled by cell 1 and cell 2 is k; and k-, respec-
tively. Moreover users in the overlapping region V' use two traffic chan-
nels, one in each cell. It implies a loss of as many channels as the number
of users in V (say k), in the whole system. So the percentage of channel
loss is
L= k .
ki + k2

(6.14)

Let us fix the loss percentage at 7%, let k1 and k- be respectively equal
to 10 and 7. From Eqgn. (6.14) the number of users in soft handover is
1.2. Because users are randomly located within the plane according to
a Poisson process of rate A = 3, a soft handover region containing 1.2
users is expected to have an area equal to 0.4 km?. According to Figure
6.5, this corresponds to a distance d = 2.0 km. Using the results we have
presented above (see Figure 6.7), we can propose the network designer to
separate the BSs by a distance of 2.0 km and fix the thresholds T_ADD to
-10.38 dB and T_DROP to -15.71 dB.

It is clear that the traffic density varies over the time of the day. Thus,
we now investigate when the thresholds change with the traffic condi-
tions. In Figures 6.7, 6.8(a), and 6.8(b), corresponding thresholds versus
inter-BS distance are shown for different values of A. One major comment
is that the greater the traffic density X is, the smaller the value of corre-
sponding thresholds are. Let us take the case we have discussed above,
where the inter-BS distance has been fixed to 2.0 km. We can see from Ta-
ble 6.4 that for an increasing traffic load with higher A, both thresholds
decrease. That is intuitive since in the same area, one can observe more
users when the density is high. From this small example we can see that
it is necessary to be able to adapt the soft handover thresholds for varying
traffic conditions in order to maintain a target traffic values in the cells.
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Figure 6.8: Soft handover thresholds depending on inter-BS distances

A=2 A=3 =4
T_DROP [dB] | -31.45 -15.71 -12.08
T_ADD [dB] | -22.51 -10.38 -10.15

Table 6.4: Threshold values for a fixed inter-BS distance of 2.0 km

6.3 Concluding Remarks

In this chapter we discussed some issues on CDMA network planning.
The presented methods are not intended as a concise guide on how to
perform network planning but rather to show the applicability of the the-
ory of spatial point processes in this area. We, therefore, only considered
some specific aspects. We could see that the degree of clustering of the
users greatly influences the number and locations of the BSs, if we con-
sider a demand-oriented network planning. Secondly, the percentage of
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6 Issues in CDMA Network Planning

soft handover is an important planning parameter, which can be used for
fine tuning in order to maintain a target traffic load in the cells. It should
also be noted at this point that for a detailed network planning the demo-
graphic and morphological features of the considered area always makes
each planning case unique. The findings in this chapter merely serve as
orientation and illustrate the influence of some generic planning parame-
ters.
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7 Conclusions

This monograph was concerned with the analytical modeling of the trans-
mission power control mechanism in a CDMA wireless system and the
investigation of the system performance in the presence of a spatial user
distribution.

After a review of the basic properties of the CDMA transmission tech-
nology and a brief overview of power control techniques found in the lit-
erature, we derived an analytical Markov chain model of the inner and
outer power control loop. The aim was mainly to derive an analytic de-
scription of the transmission power of an arbitrarily observed mobile
station. The states in the first model consisted of the transmission level
within the dynamic power range. As metric for the performance evalua-
tion of the system we used the outage probability which was computed
by the probability of exceeding the dynamic range of the transmitter.

The first extension of the model included the processing delay and
the dependencies of the power transitions. This was done by aggregating
the paths between individual states that were taken when updating the
power level. Experiments on the sensitivity of the dynamic behavior of
the uplink power control were performed and yielded the system reaction
on sudden variations of the traffic load. It could be seen that an increase in
the processing delay also resulted in a longer time that was required until
convergence was reached. Especially for a sudden increase to a nearly
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fully loaded cell could be seen that due to the occurrence of outage events
a much higher convergence time was necessary.

A further extension of the model not only took the inner loop but also
the stochastic behavior of the outer loop into account. This facilitated not
only the computation of the distribution of the mobile station’s transmis-
sion power but also the distribution of the outer loop target. It could be
seen that higher data rates could only be served sufficiently at close dis-
tances to the base station.

After studying the stochastic behavior of the uplink transmission
power, the next step was to consider a whole cell with users distributed
by a spatial homogeneous Poisson process. Extending the model by Veer-
avalli, Sendonaris, and Jain (1997) we could see that the size and the ca-
pacity of the cell are completely determined by the spatial traffic density
and stability arguments. The notion of coverage—capacity tradeoff proved
to be a useful parameter for network planning and its derivation was per-
formed for a cell with only voice users and later in a mixed voice and data
environment. Furthermore, it could be seen that when considering indi-
vidual cells a pessimistic view of the performance was made due to the
omission of soft handover. When also including soft handover into the
analysis, we could see that this resulted in a gain in coverage as well as in
capacity.

The obtained results were used in an algorithmic approach to the
planning of CDMA wireless networks. Due to the description of the lo-
cations of the users as discrete points, the application of set covering al-
gorithms was possible. The goal of this optimization was to use as input
parameters the coverage—capacity tradeoff curves, the desired size of the
soft handover regions, and the minimum percentage of covered users in
order to determine the locations of the base stations and their coverage
areas. This traffic oriented approach to network planning also illustrated
the importance of considering the spatial traffic distribution. User distri-
butions with a higher grade of clustering required in general less base
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stations than more homogeneous traffic patterns.

In a further case study on network planning with spatial traffic, we
discussed how to dynamically select the handover threshold values in
order to maintain certain target traffic levels in the cells.

The models presented here, showed possible approaches to the ana-
lytical characterization of the power control loops and the transmission
power of an arbitrary mobile station on the uplink in a CDMA system.
The focus was on transmission aspects and the spatial distribution of the
traffic. It should be noted, however, that only an examination of the up-
link was performed. The downlink behavior differs significantly from the
uplink as interference is caused here by the other base stations. Addi-
tionally, it can be observed that depending on the soft handover method
implemented, i.e. equal power of all base stations with maximum ratio
combining or site selection diversity transmit, the transmission power can
vary considerably, see Staehle, Leibnitz, and Heck (2002). Furthermore,
in the wake of the increased data traffic expected in 3G, the transported
traffic is highly asymmetrical. The data flow is mostly in the direction
from the base station to the mobile station and the performance of the
scheduling of the data packets is a crucial issue. The capacity of the sys-
tem is determined mainly on the downlink, whereas coverage is limited
by the uplink. Another interesting issue that needs to be investigated is
the interaction of 3G with other systems. With vertical handovers between
UMTS and GSM/GPRS it is possible to utilize the good infrastructure of
the 2G network and also perform a load balancing between the two sys-
tems. This seems an especially important planning issue, as in its initial
roll-out UMTS will be most likely limited to hot-spot regions with high
traffic density.
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