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An autonomous mobile robot with a 3D laser range finder for 3D
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Abstract

Digital 3D models of the environment are needed in rescue and inspection robotics, facility managements and architecture.
This paper presents an automatic system for gaging and digitalization of 3D indoor environments. It consists of an autonomous
mobile robot, a reliable 3D laser range finder and three elaborated software modules. The first module, a fast variant of the
Iterative Closest Points algorithm, registers the 3D scans in a common coordinate system and relocalizes the robot. The
second module, a next best view planner, computes the next nominal pose based on the acquired 3D data while avoiding
complicated obstacles. The third module, a closed-loop and globally stable motor controller, navigates the mobile robot to
a nominal pose on the base of odometry and avoids collisions with dynamical obstacles. The 3D laser range finder acquires
a 3D scan at this pose. The proposed method allows one to digitalize large indoor environments fast and reliably without
any intervention and solves the SLAM problem. The results of two 3D digitalization experiments are presented using a fast
octree-based visualization method.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

The increasing need for rapid characterization and
quantification of complex environments has created
challenges for data analysis. This critical need comes
from many important areas, including industrial au-
tomation, architecture, agriculture, and the construc-
tion or maintenance of tunnels and mines. On one
hand, precise 3D data of environments are necessary
for factory design, facility management, urban and
regional planning. Especially mobile systems with
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3D laser scanners that automatically perform multi-
ple steps such as scanning, gaging and autonomous
driving have the potential to greatly advance the field
of environment sensing. On the other hand, 3D in-
formation available in real-time enables autonomous
robots to navigate in unknown environments, e.g., in
the field of inspection and rescue robotics.

The problem of automatic environment sensing and
modeling is complex, because a number of fundamen-
tal scientific issues are involved in this research. First
is the control of an autonomous mobile robot and the
environment scanning with a 3D sensor. Second is
how to create a volumetric consistent scene in a com-
mon coordinate system from multiple views. Third is
the computation of next view points to provide ef-
ficiently full coverage of the scene and to eliminate
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occlusion under the constraint of minimizing the total
path length between these points. This paper addresses
these three problems. A robot equipped with the AIS
3D laser range finder and no prior knowledge of its
surroundings explores the world and creates reliably
a precise and consistent 3D volumetric representation
in real-time. A consistent volumetric model requires
a solution to the simultaneous localization and map
building problem (SLAM problem).

Some groups have attempted to build 3D volumetric
representations of environments with 2D laser range
finders. Thrun et al.[1,2], Früh and Zakhor[3] and
Zhao and Shibasaki[4] use two 2D laser range finder
for acquiring 3D data. One laser scanner is mounted
horizontally and one is mounted vertically. The latter
one grabs a vertical scan line which is transformed
into 3D points using the current robot pose. Since the
vertical scanner is not able to scan sides of objects,
Zhao and Shibasaki[4] use two additional vertical
mounted 2D scanner shifted by 45◦ to reduce occlu-
sion. The horizontal scanner is used to compute the
robot pose. The precision of 3D data points depends on
that pose and on the precision of the scanner. All these
approaches have difficulties to navigate around 3D ob-
stacles with jutting out edges. They are only detected
while passing them. Furthermore, exploration schemes
for environment digitalization are missing. The pub-
lished 2D probabilistic localization approaches, e.g.,
Markov models or Kalman filters work well in flat and
structured 2D environments but an extension in the
third dimension is still missing since the algorithm do
not scale with additional dimensions.

A few other groups use 3D laser scanners[5–10]. A
3D laser scanner generates consistent 3D data points
within a single 3D scan. The RESOLV project aimed
to model interiors for virtual reality and telepresence
[5–7]. They used a RIEGL laser range finder on two
robots, called EST and AEST (Autonomous Envi-
ronmental Sensor for Telepresence). They use the It-
erative Closest Points (ICP) algorithm[11–13] for
scan matching and a perception planning module for
minimizing occlusions. A closed-loop, stable motor
controller for autonomous positioning of the robot is
not given. The AVENUE project develops a robot for
modeling urban environments[8–10]using a CYRAX
laser scanner. They employ a planning module[14],
which calculates set intersections of volumes to calcu-
late occluded volumes and to create a solid model. A

closed-loop, stable motor controller for autonomous
positioning of the robot is missing.

The paper is organized as follows.Section 2de-
scribes the autonomous mobile robot and AIS 3D laser
range finder.Sections 3–5present the registration al-
gorithms, the next best view planner and the motor
controller, respectively.Section 6shows experiments
and results.Section 7concludes the paper.

2. The autonomous mobile robot and the 3D laser
range finder

2.1. The Ariadne robot

The Ariadne robot (Fig. 1) is an industrial DTV
and is about 80 cm× 60 cm large and 90 cm high.
The mobile platform can carry a payload of 200 kg
at speeds of up to 0.8 m/s (about half the speed of
a pedestrian). The right and left driving wheels are
mounted on a suspension on the center line of the
mobile platform. Passive castors on each corner of the
chassis ensure stability.

The core of the robot is a Pentium-III-800 MHz with
384 MB RAM and real-time Linux. One embedded
PC-104 system is used to control the motor, internal
display and numerical keyboard and radio link of the
robot. The platform is rigged with two 2D safety laser
scanners as bumper substitutes, one on the front and
the other on the rear of the robot. Each laser scans a
horizontal plane of 180◦ of the environment. The robot
has a weight of 250 kg and operates for about 8 h with
one battery charge. Our motor controller is described
in Section 5.

2.2. The AIS 3D laser range finder

The AIS 3D laser range finder[5] is built on the
basis of a 2D range finder by extension with a mount
and a servomotor. The 2D laser range finder is attached
to the mount for being rotated. The rotation axis is
horizontal (pitch). A standard servo is connected on
the left side (Fig. 1) and is controlled by the computer
running RT-Linux, a real-time operating system which
runs Linux as a task with lowest priority[15,16]. The
3D laser scanner operates up to 5 h (scanner: 17 W,
24 V with batteries of 4.5 A h, servo: 0.85 W, 4.5 V
with batteries of 4.5 A h).
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Fig. 1. Left: the Ariadne robot platform equipped with the 3D scanner; right: the AIS 3D laser range finder.

The area of 180◦ (h) × 120◦ (v) is scanned with
different horizontal (181, 361, 721) and vertical (128,
256) resolutions. A plane with 181 data points is
scanned in 13 ms by the 2D laser range finder (rotat-
ing mirror device). Planes with more data points, e.g.,
361, 721, duplicate or quadruplicate this time. Thus a
scan with 181× 256 data points needs 3.4 s. In addi-
tion to the distance measurement, the 3D laser range
finder is capable of quantifying the amount of light
returning to the scanner.Fig. 2(top row) shows an ex-
ample of a reflectance image of the GMD Robobench,
a standard office environment for the evaluation of
autonomous robots. The left image gives a distorted
view of the scene: one scan line of the figure corre-
sponds to a slice of the 2D scanner, the rotation of
the scanner is not considered. The right image shows
the scene, with the distortions corrected.

2.2.1. Scanner software
The basis of the scan matching algorithms and the

next best view planner are algorithms for reducing
points, line detection, surface extraction and object
segmentation. Next we give a brief description of these
algorithms. Details can be found in[15,16].

The scanner emits the laser beams in a spherical
way, such that the data points close to the source

are more dense. The first step is to reduce the data.
Therefore, data points located close together are joined
into one point. The number of these so-calledreduced
pointsis one order of magnitude smaller than the orig-
inal one (Fig. 5 (middle)). Furthermore, noise within
the data is reduced[16].

Second, a simple length comparison is used as a
line detection algorithm. Given that the anticlock-
wise ordered data of the laser range finder (points
a0, a1, . . . , an) are located on a line, then foraj+1

the algorithm has to check if||ai, aj+1||/
∑j

t=i||at,
at+1|| > ε(j) to determine ifaj+1 is on line withaj.

The third step is surface detection. Scanning a plane
surface, line detection returns a sequence of lines in
successive scanned 2D planes approximating the shape
of surfaces. Thus a plain surface consists of a set of
lines. A single line or the last line of an already existing
surface is merged into a surface if the following three
criteria are fulfilled: the first and last points of the new
line have to be located within anε-area of a previously
found line. The angle between the two lines should
be small and the new line has to be on the plane of
the existing surface. Polygons are created from the
detected surfaces. Since surfaces may overlap, we use
Vatti’s Polygon clipping algorithm[17] to calculate
the union of the overlapping surfaces[16].
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Fig. 2. Two persons standing in a corridor of an office building (GMD Robobench) – top left: reflectance image (distorted); top right: a
3D view of the scene (corrected reflectance image); bottom left: line detection; bottom middle: surface extraction; bottom right: object
segmentation.

The fourth and final step computes occupied space.
For this purpose, conglomerations of surfaces and
polygons are merged sequentially into objects. Two
steps are necessary to find bounding boxes around
objects. First a bounding box is placed around each
large surface and polygon. In the second step objects
close to each other are merged together, e.g., one
should merge objects closer than the size of the robot,
since the robot cannot pass between such objects.

Data reduction, line and surface detection are
online algorithms and run in parallel to the 3D scan-
ning process whereas polygon creation and object
segmentation run after the 3D scan. For a typical in-
door scene the offline algorithms need around 1 s on
a Pentium-III-600.

3. Range image registration and pose estimation

Multiple 3D scans are necessary to digitalize envi-
ronments without occlusions. To create a correct and
consistent model, the scans have to be merged in one
coordinate system. This process is called registration.

If the localization of the robot with the 3D scanner
were precise then the registration could be done based
on the robot pose. Due to the robot’s sensors, the
self-localization is usually erroneous and unprecise,
so the geometric structure of overlapping 3D scan has
to be considered for registration. Scan matching ap-
proaches can be classified into two categories:

• Matching as optimization problemuses a cost func-
tion for the quality of the alignment of the scans.
The range images are registered by determining the
rigid transformation (rotation and translation) which
minimizes the cost function.

• Feature based matchingextracts distinguishing fea-
tures of the range images and uses corresponding
features for calculating the alignment of the scans.

3.1. Matching as optimization problem

The following method for registration of point sets
is part of many publications, so only a short summary
is given here. The complete algorithm was invented
1991 and can be found, e.g., in[11–13]. The method
is calledIterative Closest Points(ICP) algorithm.
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Given two independently acquired sets of 3D points,
M (model set,|M| = Nm) and D (data set,|D| =
Nd), which correspond to a single shape, we want
to find the transformation consisting of a rotationR
and a translationt which minimizes the following cost
function:

E(R, t) =
Nm∑
i=1

Nd∑
j=1

wi,j||mi − (Rdj + t)||2, (1)

wi,j is assigned 1 if theith point of M describes the
same point in space as thejth point of D. Otherwise
wi,j is 0. Two things have to be calculated: first, the
corresponding points, and second, the transformation
R and t that minimizesE(R, t) on the base of the
corresponding points.

The ICP algorithm calculates iteratively the point
correspondence. In each iteration step, the algorithm
selects the closest points as correspondences and
calculates the transformation (R, t) for minimizing
Eq. (1). It is shown that the iteration terminates in
a (local) minimum[11]. The assumption is that in
the last iteration step the point correspondences are
correct.

In each iteration, the transformation is calculated
by the quaternion based method of Horn[18]. A
unit quaternion is a four vectoṙq = (q0, qx, qy, qz)

T,
whereq0 ≥ 0, q2

0 + q2
x + q2

y + q2
z = 1. It describes a

rotation axis and an angle to rotate around that axis.
A 3 × 3 rotation matrixR is calculated from the unit
quaternion according the following scheme:

R =

 (q2

0 + q2
x − q2

y − q2
z) 2(qxqy + qzq0) 2(qxqz + qyq0)

2(qxqy + qzq0) (q2
0 − q2

x + q2
y − q2

z) 2(qyqz − qxq0)

2(qzqx − qyq0) 2(qzqy + qxq0) (q2
0 − q2

x − q2
y + q2

z)


 .

To determine the transformation, the mean values of
the paired points (centroid vectors)cm andcd are sub-
tracted from all points inM and D, respectively, re-
sulting in the setsM′ andD′. The rotation expressed as
quaternion that minimizesEq. (1)is the largest eigen-
value of the cross-covariance matrix

N =



(Sxx + Syy + Szz) (Syz + Szy) (Szx + Sxz) (Sxy + Syx)

(Syz + Szy) (Sxx − Syy − Szz) (Sxy + Syx) (Szx + Sxz)

(Szx + Sxz) (Sxy + Syz) (−Sxx + Syy − Szz) (Syz + Szy)

(Sxy + Syx) (Syz + Szy) (Szx + Sxz) (−Sxx − Syy + Szz)




with Sxx = ∑Nm

i=1

∑Nd

j=1wi,jm
′
ixd

′
jx, Sxy = ∑Nm

i=1

∑Nd

j=1
wi,jm

′
ixd

′
jy, . . . . After the calculation of the rotationR,

Table 1
Computing time of the different 3D scan matching implementations
for two scans of the GMD Robobench (Fig. 3)a

Points used Time Number of
iterations

All points and brute force search 3 h, 47 min 27
Reduced pointsand brute force

search
3 min, 6 s 25

All points andkD-tree 6 s 27
Reduced pointsand kD-tree <1.4 s 25

a The number of all points is 46 336(181× 256) and the
number of the reduced points is 4910 in this case.

the translation ist = cm − Rcd [18]. Fig. 3 shows
three steps of the ICP algorithm.1

The time complexity of the algorithm mainly de-
pends on the determination of the closest points (brute
force search O(n2)). Several enhancements have been
proposed[11,19]. We implementkD-trees as proposed
by Simon et al. Combined with the above-described
reduced points. Table 1 summarizes the results of
different experiments on a Pentium-III-800. The
starting point for optimization is given by the robot
odometry.

3.2. Matching multiple 3D scans

To digitalize environments without occlusions, mul-
tiple 3D scans have to be registered. After registration,

the scene has to be globally consistent. A straight-
forward method for aligning several 3D scans is
pairwise matching, i.e., the new scan is registered
against the scan with the largest overlapping areas.
The latter one is determined in a preprocessing step.

1 For an animation of this result please refer to the following
web site:http://www.ais.fhg.de/ARC/3D/videos.

http://www.ais.fhg.de/ARC/3D/videos
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Fig. 3. Registration of two 3D scans with the ICP algorithm – left: initial alignment based on odometry; middle: alignment after five
iterations; right: final alignment after 25 iterations. The scans were taken in the GMD Robobench; the first scan corresponds toFig. 2.
The number of sampled 3D points is 46 336 per 3D scan and the number ofreduced pointsis 4910.

Alternatively, Chen and Medoni[12] introduced an
incremental matchingmethod, i.e., the new scan is
registered against the so-calledmetascan, which is
the union of the previously acquired and registered
scans. Each scan matching has a limited precision.
Both methods accumulate the registration errors such
that the registration of many scans leads to inconsis-
tent scenes (Fig. 4) and to problems with the robot
localization.

Pulli [20] presents a registration method that mini-
mizes the global error and avoids inconsistent scenes.
This method distributes the global error while the reg-
istration of one scan is followed by registration of all
neighboring scans. Other matching approaches with
global error minimization have been published, e.g.,
by Benjemaa and Schmitt[21] and Eggert et al.[22].

Based on the idea of Pulli we designed a method
calledsimultaneous matching. Thereby, the first scan
is the master scan and determines the coordinate sys-
tem. This scan is fixed. The following steps register
all scans and minimize the global error:

(1) Based on the robot odometry, pairwise matching
is used to find a start registration for a new scan.
This step speeds up computation.

(2) A queue is initialized with the new scan.
(3) Three steps are repeated until the queue is empty:

(a) The current scan is the first scan of the queue.
This scan is removed from the queue.

(b) If the current scan is not the master scan, then
a set of neighbors (set of all scans that overlap
with the current scan) is calculated. This set of
neighbors forms one point setM. The current
scan forms the data point setD and is aligned
with the ICP algorithms.

(c) If the current scan changes its location by ap-
plying the transformation (translation or rota-
tion), then each single scan of the set of neigh-
bors that is not in the queue, is added to the
end of the queue.

Notes: One scan overlaps with another, iff more than
250 corresponding point pairs exist. To speed up the
matching,kD-trees andreduced pointsare used (see
Table 1).

In contrast to Pulli’s approach, the proposed method
is totally automatic and no interactive pairwise align-
ment has to be done. Furthermore the point pairs are
not fixed[20]. Fig. 4shows results of the scan match-
ing using 20 scans taken in the GMD Robobench.
Pairwise matching (a) works sufficiently, incremental
matching shows most outliers (b), and simultaneous
matching (d) reconstructs the corridor perfectly. The
matching method works in six dimensions, i.e., the
robot position is a vector (x, y, z) as well as its head-
ing (θx, θy, θz). Probabilistic approaches do not scale
good with the number of dimensions.

3.3. Feature based matching

Sappa et al.[23] suggest the extraction of edge
points and use them for creating point pairs. Based on
our line representation of the scene (seeSection 2.2.1
andFig. 2 (bottom left)) the end points of every line
are used to create an edge-based representation.Fig. 5
(left) shows an edge-based representation in compari-
son with the reduced points (middle).Fig. 4(c) shows
the result of the registration process with the edge
points (pairwise matching). The registration speed is
good due to the lower number of points. Unfortunately,
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Fig. 4. Results of the scan matching of 20 scans (top view). All 3D scans were taken in the GMD Robobench, the first one corresponds
to Fig. 2. (a) Pairwise matching, (b) incremental matching, (c) 3D scan matching with edge points and (d) simultaneous matching.
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Fig. 5. Left: the scanned scene of the GMD Robobench (seeFig. 2) in an edge-based representation using the simple line detection routine;
middle: 4910reduced points(enlarged); right: all points.

the matching results are insufficient for office environ-
ments, because of the simple structure of the scanned
scene. The office environment (corridors) mainly con-
sists of floor, ceiling and walls.

3.4. Scanning in dynamic environments

Dynamic objects lead to errors in the resulting 3D
volumetric model with artifacts or misalignments.
Misalignments result in an incorrect self-localization
of the mobile robot. To eliminate these errors, the
robot monitors the environment with its other sensors,
e.g., the horizontal mounted 2D laser range finders
or cameras. If the sensors detect dynamic objects
with the method of the differential frames, the robot
simply repeats the 3D scan. Data points belonging to
dynamic objects are not yet identified and removed.

4. The next best view

As mentioned above, multiple 3D scans from differ-
ent positions are necessary to digitalize environments
such that occlusions are resolved. The autonomous
robot has to plan and to drive to these positions to
efficiently generate a complete model. The next best
view is the pose (x, y, θ) which has a high information
gain, is accessible by the robot, and the overall robot
path is short. Traditionally next best view algorithms
assume that the sensor head can freely move around
some object[24]. In mobile robotics, the sensor head
has lower degrees of freedom, e.g., in our case even
a fixed height. The sensor is inside the scene and the
accuracy of the pose is limited. Thus Latombe and

coworkers conclude that traditional next best view al-
gorithms are not suitable[25,26].

The calculation of viewpoints, that is, the question
of where shall we place the 3D sensor to scan the
whole building without occlusions, is similar to the
art gallery problem, i.e., given a map of a building,
where guards be placed to watch the whole building
[27]. Map building with mobile robots requires a com-
petitive online strategy for finding the locations from
which the whole environment is seen. The next part
describes an approximation of the art gallery problem
and derives an online greedy version based on the al-
gorithm of Gonzalez-Banos et al.[25]. The art gallery
is modeled by a horizontal plane (2D map) through
the 3D scene. The approach is extended by consid-
ering several horizontal planes at different heights to
model the whole 3D environment.

4.1. Solving art galleries problems by approximation

Suppose a 2D map of an art gallery is given by
a polygonP, havingn corners (vertices) andn walls
(lines). If a watchman sees everything that lies on a
straight line from his position, then the maximal num-
ber of guards needed is�n/3
 [27]. Finding the min-
imum number of watchmen needed for this task is
NP hard, since it can be reduced to the 3-SAT prob-
lem [27]. Gonzalez-Banos et al. reduce the art gallery
problem to set cover and approximate the latter one.
Set cover is defined as follows: given a pair (X, F),
whereX is some finite set.F is a subset of the power
set ofX, i.e., (F ⊂ P(X)) andX = ⋃

s∈F s. Find the
C ⊂ F , such thatX = ⋃

s∈C C and the setC has a
minimum number of elements. The reduction of the
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art gallery to the set cover problem is randomized and
can be stated as follows:

(1) Generate randomlyc candidate positions in the
interior of the polygon (map).

(2) Calculate for all candidate positions the visible
part of the polygon.

(3) Approximate the set cover problem, i.e., find a
minimal subset of thec candidate positions from
which the entire polygon is visible.

A greedy algorithm approximates the set cover
problem fast and with a good approximation ratio
[28].

Fig. 6. A horizontal plane of the scene inside the floor of the GMD Robobench (Fig. 2) taken at a height of 150 cm± 2 cm—top left: the
scanned data; top middle: the detected lines; top right: the polygon; bottom left: sorting of the lines is done by using the smallest angle
between the lines and the scanner position; bottom middle: random candidate positions within the polygon; bottom right: the next best
view pose.

4.2. Planing the next best view

Exploration starts with a blank map, i.e., the en-
vironment is unknown. The robot’s first action is to
acquire a 3D scan. Based on the first scan, an ini-
tial ground plane is generated (Fig. 6 (top left)). The
Hough transformation is used to detect horizontal lines
in the ground plane (Fig. 6 (top middle)). The found
lines are transformed into polygons, where the edges
are either labeled asseenor unseen(Fig. 6(top right)).
The seen edges are the detected lines, which are con-
nected by unseen edges. The seen lines have to be
sorted for connecting them. The sorting criterion is the



190 H. Surmann et al. / Robotics and Autonomous Systems 45 (2003) 181–198

smallest angle between the end points of a line and
the scanner position.Fig. 6 (bottom left) shows how
to connect line 1 with line 2:α2 < α3 and no otherα
exists between them.

The second step of the next best view algorithm
generates randomly candidate positions (x, y) within
the polygon with equal probability (Fig. 6 (bottom
middle)).

The candidate with the highest information gain is
selected according to the position to the unseen lines,
i.e., the direction of the next measurement has to be
towards the unseen lines, since the area behind these
lines is unexplored area. For estimating the informa-
tion gain, a horizontal laser scanner with an apex an-
gle of 180◦ and a distance range, e.g. [0.5 m, 15 m],
dependent on the slice height, is simulated. The num-
ber of intersections with the polygon determines the
information gainV(�p) and the directionθp of the can-
didate location�p = (x, y)T:

V(�p) = max



ϕ+π∑
i=ϕ

f(�p, ϕ)|0 ≤ ϕ < 2π


 ,

θp = argmax



ϕ+π∑
i=ϕ

f(�p, ϕ)|0 ≤ ϕ < 2π




+ π

2
= ϕmax + π

2

with f(�p, ϕ) = 1 if the laser beam hits an unseen edge,
f(�p, ϕ) = 0 otherwise.Fig. 6 shows 200 candidate
positions inside a polygon (bottom middle) and the
result of the evaluation (bottom right).

A view pose (x, y, θ) has three properties:

(1) The evaluated information gain valueV(�p) of the
candidate position�p.

(2) The distance from the current position.
(3) The angle to the current position.

The next best view pose is an optimum of

V̂ (�p) = V(�p)exp(−c1||�r − �p||)exp(−c2||θr − θp||),
where�r = (x, y)T is the current robot position and
θr the current orientation. The first exponential item
prevents the robot from oscillating between distant
areas of high information gain. The second exponential
part considers rotation and also prevents oscillation.
The constantsc1 and c2 weight the three terms and

affect the optimum, e.g.,c1 = 0.05 cm−1, c2 = 0.01.
To plan the next best view in 3D, several positions
in different slices are computed and compared. In our
experiments, we used one to five slices and it turned
out that one slice is sufficient in the majority of cases.

4.3. Extension to multiple 3D scans – map building

The calculation of the next best view from multi-
ple 3D scans is an extension to the method described
above. Scan matching is used to align the 3D scans
as described inSection 3to calculate the precise scan
position. Polygons are calculated from each single 3D
scan and aligned with the precise position. A modified
version of Vatti’s polygon clipping algorithm[17] is
used to merge the polygons. The modification is neces-
sary to ensure the labeling of the edges (seen, unseen),
while creating the union of the polygons (Fig. 7). A
new acquired 3D scan is clipped against the union of
the previous scans.

The performance of the proposed planning module
can be estimated as follows: the first step converts
data points into lines. The Hough transform runs in
O(d2) (d is the maximal distance of a data point in a
single 3D scan). Generating candidate points is being
done in O(ncnl ) and their evaluation is also in O(ncnl )
(nc is the number of candidates andnl the number
of lines). Vatti’s polygon clipping algorithm runs in
O(np) (np is the sum of edges of both polygons). The
whole planning algorithm takes up to 2 s on scenes of
20 m× 30 m, running on a Pentium-III-800.

5. Navigation in 3D

Once the next best view is determined, the robot
has to move to that pose. The current pose has to
be connected to the target pose by a trajectory, i.e.,
a continuous path. The robot’s wheel encoders are
used to calculate and estimate the robot pose. This
estimation is the start pose for the scan matching as
described inSection 3. The computed transformation
for registering the 3D scans are used to correct the
prior robot pose estimation.

The non-holonomic robot vehicle is controlled by
a closed-loop, time invariant and globally stable mo-
tor controller, developed by Indiveri[29]. The target
configuration is always approached on a continuous
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Fig. 7. Left: two polygons with edge labels prior merging; right: their union.

trajectory that ends in a straight line. The vehicle is
controlled to move in only one specified forward di-
rection, thus avoiding cusps in the paths and satisfy-
ing a major requirement for the implementation on
non-holonomic vehicles. This section summarizes the
controller. Details can be found in[29].

5.1. Computing the nominal trajectory

Let (xG, yG, φ) be the robot pose in the target cen-
tered coordinate system (Eq. (2)). The controller is
based on a Cartesian kinematic model described by

ẋG = u cosφ, ẏG = u sinφ, φ̇ = ω = uc.

(2)

(0, 0, 0) is the final position and corresponds to the
next best view.u is the robot’s linear velocity,ω the
angular velocity andc the (bounded) curvature. The
transformation of the Cartesian coordinates into polar
like coordinates results in (refer to the parameter as in
Fig. 8)

e =
√
x2
G + y2

G ė = −u cosα

θ = ATAN2(−yG,−xG) ⇒ α̇ = u

(
c − sinα

e

)

α = θ − φ φ̇ = u
sinα

e

.

(3)

A Lyapunov-like based control law synthesis results in

c= sinα

e
+ h

θ

e

sinα

α
+ β

α

e
with h > 1,2 < β < h+ 1, (4)

using the quadratic Lyapunov functionV = (1/2)(α2+
hθ2) (h > 0) andu = γe with γ > 0 for the velocity.
The control law foru is motivated through the state

Fig. 8. The local Cartesian kinematic model (xG, yG, φ) embedded
into a global coordinate system.
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derivative of formula (3), that is 0, ifu = 0, and
through avoiding sign changes in the linear velocity.

Every vehicle has a maximum velocityū. Therefore,
the calculation of the velocity has to be saturated, i.e.,

u = γe sat(γ, e, ū) with γ > 0, sat(x, y)

=



1 ∀x < y ∀x, y > 0,

y

x
∀x ≥ y ∀x, y > 0.

Indiveri [29] also proves closed-loop stability for the
saturated case. Thus formula (4) guarantees that the
robot pose (e, α, θ) converges to (0, 0, 0) with bounded
curvaturec. Fig. 9 shows different paths computed
with the controller. Starting with the linear velocityu
and the curvaturec, values for the angular velocityω
and left resp. right motors are calculated.

5.2. Collision avoidance with arbitrarily formed
objects

One major issue in mobile robotics is obstacle
avoidance. Objects with jutting out edges, e.g., tables,
are often not detected by standard sensors, and the
mobile robots may hit these objects. The 3D laser

Fig. 9. Robot paths. The goal (0, 0, 0) is reached for each starting configuration. Used constants:γ = 1, h = 2 andβ = 2.9.

scanner software as described inSection 2.2.1(Fig. 2)
computes bounding boxes around obstacles in a 3D
scan. These bounding boxes are joined with a planned
trajectory. The trajectory is calculated with the motor
controller described above and the physical motion
model of the mobile robot (Fig. 10). If no collision is
detected the robot uses the motor controller to reach
the target pose.

If a collision is detected, two simple robot behav-
iors are simulated to generate collision free paths. If
these two additional trajectories fail, the path planning
module restarts with next best target pose. The two
simulated behaviors are:

(1) Turning the robot towards the target position and
calculating the trajectory with the motor controller
to the target pose. This behavior avoids large turn-
ing radii (Fig. 9).

(2) Turning the robot towards the target position and
at the target position. Thus driving on a straight
path is simulated.

The performance of the algorithm is O(nT·nO) (nT
is the number of points on the trajectory andnO the
number of objects in the scene, e.g.,nT is 10 values
per meter andnO is 10 objects per 3D scan).
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Fig. 10. Trajectory to the next best view pose—left: trajectory inside the polygon; right: trajectory around bounding boxes of objects.

5.3. Dynamic collision avoidance

The digitalization process is a stop, scan, plan
and go setting. To drive around moving objects, e.g.,

Fig. 11. Creation of a surface mesh using an octree. The octree of depth 1 (top left), 3 and 5–8 (bottom right) are plotted.

humans, the planned trajectory is extended by a dy-
namic collision avoidance method, which is active
during the driving to the target pose. The dynamic
collision avoidance uses the 3D laser scanner in a
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horizontal scanning mode and possibly additional
sensors, e.g., the 2D safety laser range finder mounted
at the bottom of the robot (Fig. 1 (left)), to detect
dynamic obstacles. A vector pointing away from the
obstacle is merged with the calculated angular veloc-
ity ω and the linear velocityu is reduced according
to the distance to the obstacle. Since the motor con-
troller is globally stable, the target is always reached
by a smooth path (Fig. 9), if the dynamic obstacle has
disappeared.

6. Results

After acquiring and merging several 3D scans from
different robot locations, a further step is the output
of the 3D volumetric model. The data is exported as
a 2D point and line map as well as a 3D volumetric

Fig. 12. Top: exploration path of the robot in a corridor. The floor was scanned at 10 different positions, marked with numbers; bottom
left: view of the scanned scene as a mesh; bottom middle and right: object representation with bounding boxes.

model in DXF and VRML format. Furthermore the
data is exported as a 3D grid for an OpenGL based
viewer application[15].

6.1. Visualization

An OpenGL-based application is used for project-
ing the 3D scene to a 2D image. Many methods have
been proposed for generating triangle meshes from
sorted[30,31]and unsorted 3D data[32–34]. Besides
triangulation, Pulli et al.[33] present an octree-based
approach for creating a mesh for the scene. An octree
is a tree with up to eight successors, only the leaves of
the octree contain the data. The first step of building
an octree is to create a bounding box around all points.
The axis of this cuboid are aligned along the axis of
the coordinate system. The cuboid can be divided into
eight equal sized smaller ones by introducing three
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Fig. 13. The first nine scans and exploration path in an entrance hall with a staircase, elevators, flowers and a garbage can. The distorted
reflectance images and polygons for the planning module, including a trajectory, are shown. The last two images show the colored bounding
boxes of objects in this scene.
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planes. The data is distributed to these child nodes. If
a node is empty, the tree is pruned. Since only a few
iterations are needed even for very large scenes, cre-
ating an octree is very fast (O(n)) and can be done
in a fraction of a second. Recursion builds up the
whole tree and the leaf nodes approximate the surface.
Fig. 11 shows the creation of the mesh using an oc-
tree,Fig. 2 (top, right) shows the octree with colored
voxels.

6.2. 3D digitalization

Five steps plus one global post-processing step are
necessary to create acompletedigital volumetric 3D
model:

(I) Data acquisition. During the gaging of the
range image the surface of parts of the scene is
scanned.

(II) Registration. Each range image is registered in
a common coordinate system. The odometry-
based robot pose serves as a first estimate and is
corrected by registration.

(III) Planning. The next best view is calculated
and a collision free path is planned in 3D
to that pose. Hereby, the information gain is
optimized considering the cost of travel and
turning.

(IV) Robot control. The robot moves to the target pose
using the path computed in the previous step
including dynamic collision avoidance.

(V) Iteration. The process continues with the next
data acquisition until the complete environments
is digitalized.

(VI) Integration. The acquired data are post-processed,
e.g., 3D meshes are generated and stored.

The following two examples illustrate the perfor-
mance of the proposed method. The first example
demonstrates the approach in a simple office envi-
ronment, with a long corridor (GMD Robobench)
(Fig. 12) (see footnote 1). The second example
shows a typical entrance hall with a staircase, el-
evators, flowers and garbage can (Fig. 13) (see
footnote 1). The figure shows the 3D octree repre-
sentation, including reflectance values, and the 2D
planning map including the trajectory to the next
pose.

7. Conclusion

This paper has presented an automatic system for
gaging and digitalization of 3D indoor environments
without any human intervention. An autonomous mo-
bile robot together with a 3D laser range finder and
three software modules form the system:

• The AIS 3D laser range finder acquires 3D scans at
given poses, and a fast variant of the ICP algorithm
registers the 3D scans in a common coordinate sys-
tem and relocalizes the robot. The proposed method
solves the simultaneous localization and map build-
ing problem (SLAM problem). The kidnapped robot
problem, i.e., robot self-localization by a given map
and a random start position, is not addressed in this
paper. Nevertheless, the proposed method can be
extended to handle the problem, e.g., by matching
a 3D scan at randomly selected position in the 3D
volumetric representation and the evaluation of the
error function.

• The next best view planner computes next nominal
poses under the conditions of:
◦ maximizing the information gain,
◦ reducing the overall robot path length,
◦ minimizing the rotation angles, and
◦ avoiding complicated obstacles, e.g., with jutting

out edges.
Instead of using grid-based approaches the plan-
ning module utilizes polygons in a continuous state
space.

• A closed-loop, globally stable motor controller nav-
igates the mobile robot to a nominal pose regarding
dynamical obstacles.

The results of two 3D digitalization experiments
were presented using a fast octree-based visualization
method.

3D laser range finders on mobile robots enable the
automatic acquisition, surveying and mapping of en-
tire interiors. The potential of our approach lies in the
areas of site survey, structural engineering, building
restoration, open pit and underground mining, defor-
mation monitoring, inspection and rescue robotics.

Future work will concentrate on four further as-
pects:

• Improving object classification while fusing camera
information and an object database.
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• Building semantic maps from the digitalized envi-
ronment, i.e., a high-level description of the scanned
scene. Some results are presented at the VMV2003
[35].

• Combining the presented registration methods with
stochastic localization algorithms[1]. This would
combine the precision of the ICP based methods
with the flexibility of the localization[36].

• Using a 3D time of flight camera instead of a 3D
laser range finder.
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