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Network Calculus

e Ziele fiir Leistungsbewertung in Paketnetzen:

e deterministische Verkehrsbeschrinkungen (erzwungen durch Traffic
Policing / Shaping) einbeziehen

e auch komplexe Verfahren fiir Paket-Scheduling beschreibbar machen

e Rene Cruz: Beschreibung eines Verkehrsflusses durch Arrival Envelope
(1991), Beschreibung eines Paket-Schedulers durch Service Curve (1995)

e Arrival Envelope eines mit Dual Token Bucket regulierten
Verkehrsflusses: A*(t) = min(L + pt, b+ pt)
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Arrival Envelope A*(t): ma-
ximale Datenmenge, die ein
Fluss in einem beliebigen Zei-
tintervall der Linge ¢ senden
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Network Calculus (2)

e Beschreibung von Knoten durch Service Curve S(t): wieviele Daten
werden im Intervall der Lange ¢ mindestens bedient?

Daten ) A(t): bis zur Zeit t angekommene Daten (Arrival Function)
D(t): bis zur Zeit ¢t bediente Daten
A(T) 7
Ankunft von Paket 4—— -
Minimalwert
fir D(7) 7
Ankunft von Paket 3 7
\ /f
Ankunft von Paket 2 —__ Minimalwerte 4
nkunft vo fir D(1) - t»
Ankunft
von Paket 1
Anstieg: minimale Bedien-
T rate nach Verzogerung 7'
——

Beobachtungs- t
zeitpunkt 7

e , min-plus-Faltung*: D(¢) > inf {A(s)+ S(t —s)} = (A* 9)(t)

T0<s<t
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Network Calculus (3)

e maximale Wartezeit und maximale flussbezogene Warteschlangenlidnge
(backlog) 1m Knoten konnen direkt berechnet werden

(1) maximal mogliche ¢ (t)
Wartezeit im Knoten

A (t)

maximal moglicher
backlog

>
t

e Ende-zu-Ende-Aussagen ergeben sich aus Verkettung von einzelnen
Service Curves:

Snet(t) = (Sl S SQ koooee 3k SK)(t)
e heute gut ausgebaute Theorie, siche z.B. Buch von Le Boudec (2001)
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Network Calculus (4)

Probleme

e Theorie beriicksichtigt jeweils den worst case
= Anwendung bei der Flussannahme fiihrt zu geringen Netzauslastungen
= Erweiterung auf probabilistische Konzepte notig

e Theorie erfordert Arrival Envelopes und Service Curves fir einzelne
Fliisse

= Paket-Scheduler in Knoten miissen einzelne Fliisse behandeln
= nicht fiir DiffServ-Architekturen geeignet

Ein Losungsansatz
e Reihe von Veroffentlichungen von Almut Burchard und Jorg Liebeherr
(Uni1 Virginia)
e probabilistische Verallgemeinerung der Arrival Envelope: Effective
Envelope (analog zum Konzept der effektiven Bitrate)

o Effective Service Curve: erlaubt Untersuchung von Effekten bei
Verkehrs-Aggregierung
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Dienstgiite bei Verkehrsaggregierung

Einzelfluss Bitrate C' im

Quelle 1 Aggregat Experiment variiert Senke 1
Bedienstrategie:
\' FCFS
z O -

Quelle N / Verzogerungszeit des Einzelflusses

I = | Senke N

e gegeben: Quellenparameter (evtl. heterogen), Verzogerungsgrenzen fiir
Pakete der Einzelfliisse

e gesucht: maximale Anzahl N von Verkehrsfliissen, so dass fiir jeden
Einzelfluss die Verzogerungsgrenzen mit Wkt. (1 — ¢) eingehalten werden
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Untersuchung der Dienstgiite bel Aggregierung

e Grundidee: (Service fiir Einzelfluss) = (Gesamt-Service fiir Aggregat) —
(Service fiir andere Fliisse im Aggregat)

e pessimistische Annahme: betrachteter Fluss mit niedriger Prioritit bedient
= (Service fiir andere Fliisse) = (Arrival Envelope der anderen Fliisse)

S;(t) = max (O,Sc(t) > A;‘(t)>
i€C,i]

e Problem: Summe der deterministischen A7 () stellt worst-case dar
= S;(t) wird oft Null

e Ausweg: Effective Envelope (probabilistische Envelope) der anderen
Fliisse fiihrt zu Wahrscheinlichkeitsaussagen tiber verbleibenden Service

St (t) = max (0, Se(t) — He_ (1))

= ermoglicht probabilistische Aussagen zur Dienstgiite fiir Einzelfluss j
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Berechnung der effektiven Enveloppe

e Abschitzung der Enveloppe iiber Chernov-Bound, dazu Minimum- bzw.
Nullstellensuche notig:

Ge(t) = inf ! (Z log M;(s,t) — log 5)

s>0 s jec

= fiihrt gegenwartig noch zu relativ langen Rechenzeiten

o benoétigte Variante der Strong Effective Envelope Hz(t) einfach aus G5 (t)
ableitbar

o erforderliche Momente-erzeugende Funktion M (s, t) der Arrival
Envelope A’ (t) kann geschlossen angegeben werden
r;t

. _ 7 (osAG() _
M;j(s,t) =1+ 0 (e 1)
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Deterministische und effektive Enveloppe

Datenmenge pro Quelle / kbit

Determihistische Envelogpg ————— i
Eff. Enveloppe, N = 100, =1 —
Eff. Enveloppe, N =100, e = 10_
Eff. Enveloppe

’ [ |

— 100 e =103 -~ 7
Mlttlere B1trate

Quellenparameter:
Spitzenbitrate: 1.5 Mbit/s
Mittlere Bitrate: 0.15 Mbit/s

0.04 0.06 0.08 0.1
Zeitintervall / s

PaketgroBe: 1 kbit
maximale Burstgrof3e: 95 kbit
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Effektive Enveloppe: Analyse vs. Simulation

70 | | |

B “Analyse, N =20 ——
2 60 - Simulation, N =20 -<-- 1
> ~Analyse, N =100 — — -
é) 50 Slmulatl()n, N =100 -+--
= ~Analyse, N =500 — - —
& 40 + Simulation, N = 500 -83-- ]
2 -0
o 07T oo
= 20 -~ -4 _

n ST
= IEE
5 107 i
<
8 | | | |

0 0.02 0.04 0.06 0.08 0.1

Zeitintervall / s

e (Quellenparameter: ungeandert

o Verletzungswahrscheinlichkeit: ¢ = 1073

e Giite der berechneten effektiven Enveloppe steigt mit Quellenanzahl N
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Ergebnisse fiir die Flussannahme

g 10000 E T T LI | T T T T T LI T T T T T T T /g
2 = Allokation mit

= [ mittleren Raten

~ 1000 ¢ _ 3
c - P 2 -7
o i -7 ]
> _ \ g ~ 7 - -
= 100 £ P ////’d/ " E
3 = T i L ]
N =T - 7 eterministische
< A4 s Allokation
2 105, .- Analyse mit e = 10_3 E
2 -0 7 _Analyse mite = 1070 — = = 7
0 A Simulation mite = 107> -9~ |
.2 1 1 1 1 1 1 | 1 1 1 1 1 1 1 1 | 1 1 1 1 1 1 1

5 10 100 1000
Link—Bitrate / (Mbit/s)

sehr wenige Fliisse: Simulation ndhert sich deterministischer Berechnung

viele Fliisse: statistische Effekte werden von Theorie gut erfasst

Ubergangsbereich: nur teilweise befriedigende Ergebnisse

interessanterer Fall mit heterogenen Fliissen: ndchste Untersuchungen
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Beispiel: Mehrere Multiplexpunkte

N2 flows N2 flows
(Type 2)\<i (Type E)K:i
— —
l/\ﬁ, f_ Node 1 m i Node 2 i[\ﬁ i

WV | By, By
Ny Heavos /Q N, flows N, flows
(Type 1) ! !
N2 flows N2 flows

e heterogene Verkehrsfliisse
e Ziel: Bewertung der Ende-zu-Ende-Laufzeiten fiir Fliisse der Klasse 1

e wesentliches Problem: Verkehrsbeschreibung nach Knoten 1
= Einzelfliisse sind nicht mehr unabhingig

e gegenwirtig noch zu ungenaue Abschitzung (,,Deconvolution® beziiglich
des Aggregats): starke Uberbewertung der Wartezeiten in Knoten 2
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Zusammenfassung

e probabilistische Erweiterung des Network Calculus stellt interessante
Moglichkeit zur Leistungsbewertung in Paketnetzen da

e Theorie erlaubt auch Dienstgiite-Bewertung fiir DiffServ-Architekturen

e Theorie ist noch in Entwicklung, gegenwirtiger Stand liefert z.T. noch zu
grobe Abschdtzungen

e besondere Herausforderung: rigorose Ende-zu-Ende-Berechnungen
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