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Relevance of ,,unstructured‘‘ networks ]

Some communication networks and overlays
don't offer direct support for search or routing, e.g.

QA mobile ad hoc networks
O sensor network
d some peer-to-peer networks (Gnutella)

Advantage: More flexibility to set up and expand networks,
less overhead in managing networks with high churn
Disadvantage: More expensive search by exploration of the network

The Internet itself exhibits unstructured growth and churn, but today
Google provides content exploration and a search index and
the IETF (Cisco, Juniper ...) has established a routing scheme
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[ Network exploration by flooding & random walks ]

O Flooding is exhaustive for all neighbors up to a distance d or
time to live (TTL);
Parallel search; large amount of messages spread in all directions

O Random walks follow some probabilistic winding route
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[ Network exploration by flooding & random walks ]

O Control of message overhead for flooding is difficult:
Unknown network coverage as a function of the distance d
Coverage may rise e.g. from 3% to 30% in one stepd — d + 1

QO A random walk of predefined length L has fixed expense
Randoms walks can proceed in parallel, with forking or
can be enhanced by flooding with small d from some points
— Many ways to combine random walks & flooding schemes

(see Gkantsidis et al., IEEE Infocom 2004 & °05)

Network coverage 1s partial, but random walk searches are
efficient e.g. for replicated data in P2P networks
Random network growth is also efficiently supported by r. walks

1
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[PZP systems with randomized processes, €.¢., BubbleStorm]

The BubbleStorm approach:

.
;;;;
o+ .
K .
o N

T
------
-------

- Set of nodes traversed by a search
Data Bubble: @

- Set of nodes with replicated data
enabling to serve the query
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It D is a random subset of the overlay V, then D n Q 1s
empty with probability < (1 — IDI/IV])€'< e~ for IDI-|Ql > 5|V

Ife.g. IDI=IQl >4 \IVI
then the query is served with prob. > 1— 716> 0.999 999 8...

Source: www.dvsl.informatik.tu-darmstadt.de/research/bubblestorm, ACM SIGCOMM 07
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[ Transient analysis of basic random walks ]

Performance studies on random walks in P2P prefer simulation,
although transient analysis offers a simple and scalable alternative

Bounds based on the second largest eigenvalue of the transition matrix
prove convergence but are not very tight (Gkantsidis Infocom’04)

Performance criteria are
1. Convergence of a random walk to steady state
2. Network coverage of a random walk of length L

Transient analysis
- computes the probability distribution for the random walks’ sojourn
node step by step
- starting from a node or an arbitrary initial distribution
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[ Transient analysis of a random walk: 1. Convergence ]

Complete implementation of the transient analysis for
convergence to steady state 1s as simple as this:

for (k = first_step; k <= last_step; k++)
{ for (j = first_node; j <= last_node; j++) new_probability[j] = 0;
for (j = first_edge; j <= last_edge; j++)
new_probability[edge_destination[j]] +=
probability[edge_start[j]] / node_degree[edge_start[j]];
for (j = first_node; j <= last_node; j++) probability[j] = new_probability[j];
}s // Comment: Obviously self-explaining C++ code ...

The run time complexity of the transient analysis of the
random walk convergence is proportional to
- the number of steps of the walk

- the number of network edges } —> works for large scale networks
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Transient analysis of a random walk:
2. Network Coverage

An absorbing state (,,black hole*) 1s introduced at a considered
network node

— The probability to enter the absorbing state from some starting
conditions, e.g. from steady state, equals the probability
to discover the network node during the random walk

For networks with heterogeneous nodes, coverage can be studied
depending on different types or degrees of nodes

Implementation:
A few lines have to be added to the previous code
without affecting the complexity

Gerhard Haﬁlinger :P " . H‘hi‘! L[‘.l"[l g



7. Wiirzburger Workshop
Univ. Wiirzburg, 24.07.07

ESQQ;;DITQJEEEﬂ;;

[ Demonstration of a transient random walk analysis ]
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... close to
Start 1. hop 2.hop 12.hop: steady state

Absorbing state:
Modified graph for
results on coverage
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[ Application to different types of networks ]

Network type Number | Min. node | Max. node | Diameter
of edges degree degree
2-dim. grid, wrapped 2 IV 4 4 OLJIV 1)
3-dim. grid, wrapped 3 V] 6 6 ORIV 1)
Hyper cube IVllog,IVII2 1 Tog,IVI log,IVI log,IVI
Chord structure: ring & | 1Vllog,/lVl | log, VI log,IVI log,IVI
unidirectional pointers
Binary Tree IVI-1 1 3 O(log,IVI)
Power law extension | (o&V=D- 1]og [VI-1 | [VI-1 2
: (IVI+1) +2
of a binary tree
Scale-free networks 2 K IVI K Large Small
(Barabasi & Albert)
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Results: Convergence to steady state ]
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q(n): steady state
distribution

q;(n): distribution
of the current
sojourn node of
the random walk
after L steps

Start from a node
with smallest
degree in hetero-
geneous networks
(worst case)
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Results: Network Coverage

0.5 Random walk
o —@—2-dimensional grid .
a == 3-dimensional grid starts 1in
= —=— Power Law extension of binary tree steady state
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Network size in a few steps

Number of steps of the random walk until 10% of the network nodes are visited;
this 1s usually sufficient to find replicated data in P2P networks

Gerhard HaBlinger il - -Systems-



7. Wiirzburger Workshop
Univ. Wiirzburg, 24.07.07

\erongi %3

Transient analysis of a random walk:
Extensions for several variations

The following cases are tractable by extended analysis:

Random walk without step back (except for nodes of degree 1)
— increased state space for analysis: network edges instead of nodes,
but the run time complexity is unchanged

Random walk followed by flooding on distance d after the last step
— extend absorbing state to the set of all neighbors up to distance d

Several random walks 1n parallel
— product formula for the probability that independent trials miss a node

Random walk search for replicated data on n nodes

— use a set of n absorbing states or
assume a binomial distributed hit count based on single node search
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[ Conclusions ]

O Random walks are useful for network search and scalefree
network expansion, in combination with flooding

A Transient analysis yields accurate evaluation of random walks
- for the basic case and many variants
- 1s scalable for networks of large size

A Efficiency of random walks depends on the network structure
and differs for
- convergence to steady state,
— 1s fastest for low (e.g. logarithmic) diameter
- and network coverage
— 1s fastest for some homogeneous network types
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