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Aufgabenstellung

Die Fortschritte im Bereich Sensorik und Mikrotechnik ermoglichen heutzutage den kostengiin-
stigen Bau kleiner unbemannter Luftfahrzeuge (UAV, unmanned aerial vehicle, Drohne) wie Qua-
drokopter. Die Forschung und Entwicklung dieser Systeme wurde in den letzten Jahren aufgrund
der vielfiltigen Anwendungsmoglichkeiten stark vorangetrieben. Wenngleich im Bereich UAV
viel geforscht wurde, ist das Thema Autonomes Flugobjekt langst noch nicht vollstdndig behan-
delt. Insbesondere der Indoor-Betrieb ist aufgrund fehlender absoluter Positionsstiitzung durch
GPS sowie der Kollisionsgefahr problematisch. Eine robuste Kollisionsvermeidung fiir autonome
Flugobjekte ist daher ein hochstaktuelles Forschungsthema.

Der Aufbau eines eigenen autonomen Systems wird am Lehrstuhl Aerospace Information Tech-
nology der Uni Wiirzburg erforscht und erprobt (AQopterl8 Projekt). Dieses System soll sich
selbststindig in unbekannten Gebduden zu Recht finden, Hindernisse erkennen und Kollisionen
vermeiden. Dabei soll das System robust gegeniiber Stérungen wie z.B. Rauch sein.

Das aktuelle System verwendet optische Sensoren und Ultraschall zur Abstandsmessung. Die-
se Sensoren haben jedoch bestimmte Schwachstellen, z.B. versagen optische Sensoren bei Rauch
und Ultraschall versagt bei schallschluckenden Oberflachen wie Kleidung. Um diese Nachteile zu
tiberwinden soll im Rahmen dieser Arbeit eine Radarsensorik zur Hinderniserkennung realisiert
und in das bestehende System des Quadrocopters integriert werden. Die angedachten Radarsen-
soren liefern ohne geeignete Signalaufbereitung keine brauchbaren Daten.

In einer vorangegangen Arbeit wurde eine Schaltung zur Verarbeitung der Radarmessungen ent-
worfen. Diese Schaltung ist in dieser Arbeit zu benutzen, ggf. weiterzuentwickeln und die Mes-
sungen sind mit Hilfe einer geeigneten Softwareldsung zu verarbeiten und auszuwerten. Ziel
der Arbeit ist eine radarbasierte Hinderniserkennung. Ideal wire das Bestimmen von Abstédnden
umliegender Objekte. Ist dies nicht moglich, wire eine Hinderniserkennung nach dem Prinzip
True/False zu realisieren, die nur erkennen kann, ob eine Kollision droht oder nicht.

Die Arbeit ist ausfiihrlich zu evaluieren und zu dokumentieren. Aufgabenstellung (Stichpunktar-

tig):

Integration Schaltung, Radarsensor und Mikrocontroller zur Radarmessung
* Auswertung / Filterung / Verarbeitung der Messung in Software

* Hinderniserkennung

* Integration in bestehendes System (Kommunikation, Anzeige)

* Evaluierung



Zusammenfassung

Thema dieser Arbeit ist die Entwicklung eines Systems, dass mithilfe von Radartechnik die Ge-
schwindigkeit und den Abstand von Objekten messen kann. Das Radarsystem wird fiir den Ein-
satz auf einem Quadrocopter entwickelt. Das entwickelte System soll die bisherigen Systeme zur
Abstandsmessung wie Ultraschall- und Infrarotsensoren erginzen und dadurch die Anfilligkeit

gegeniiber bestimmten Umwelteinfliissen verbessern.

Um an die gewiinschten Informationen aus dem Ausgangssignal eines Radarsensors zu gelan-
gen, muss das Signal zuerst analog aufbereitet und danach digital weiterverarbeitet werden. Das
Hauptaugenmerk dieser Arbeit liegt auf der digitalen Verarbeitung der Signale, jedoch wird auch
auf die Anpassung der Schaltung eingegangen, um die Signale des Radarsensors bestmoglich auf

die digitale Weiterverarbeitung vorzubereiten.

In der Evaluierung des Systems wird gezeigt, dass das System dazu fihig ist, unter guten Bedin-
gungen Abstinde zu messen und damit Hindernisse zu erkennen. Jedoch braucht es noch einige
Verbesserungen, um das System auch in Situationen einzusetzen, die nicht optimal fiir ein Radar

sind.
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Einleitung 1

1. Einleitung

Durch die stetig wachsenden Fiahigkeiten der Robotik steigt auch die Vielfalt ihrer Einsatzgebiete,
in denen sie Menschen durch groBere Kraft, hohere Geschwindigkeit, geringere Kosten ersetzt.
Zusitzlich ermoglicht diese Technologie auch die Sicherheit von Menschen zu erhhen, wenn
es darum geht, gefidhrliche Umgebungen zu erkunden. Hier konnen Roboter vorausgehen, um ein
Bild der Lage zu bekommen, ohne Menschenleben in Gefahr zu bringen. Dabei hilft die steigende
Autonomie von fliegenden Robotern, dass Aufgaben ausfiihrt werden konnen, die frither nicht

moglich waren.

Mit der wachsenden Bedeutung der Robotik im Allgemeinen geht auch das wachsende Interesse
an autonomen Flugobjekten im speziellen einher. Gerade Quadrocopter haben sich in den letzten
Jahren als ein interessantes und vielfiltiges Forschungsthema bewiesen. Thre geringe Grofle und

hohe Mandvrierfahigkeit machen sie zu einer interessanten Platform fiir viele Aufgaben.

Ein wichtiger Baustein fiir eine Robotikplattform ist die Sensorik. Die Vergangenheit hat ge-
zeigt, dass neue Arten von Sensoren auch neue Anwendungsgebiete und Aufgabenfelder fiir die
Robotik mitgebracht haben. Durch die stetig wachsende Rechenleistung von Prozessoren ist es
in den letzten Jahren moglich geworden, Algorithmen zur Sensorauswertung auf immer kleine-
ren Mikrocontrollern auszufiihren. Dies fiihrt dazu, dass Sensoren eingesetzt werden, deren hohe
Anforderung an Rechenleistung fiir ihre Auswertung vor wenigen Jahren nicht auf einer mobilen
Plattform moglich gewesen sind. Man kann nun zum Beispiel die Daten eines Radarsensors mit

einer rechenaufwindigen Fourier-Transformation verarbeiten.
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An der Universitidt Wiirzburg wird am Lehrstuhl VIII der Informatik im Rahmen des AQopterI8-
Projektes an Quadrocoptern speziell fiir den Einsatz in Gefahrensituationen geforscht. Dabei ist es
notig, in Rdumen und Géingen zu navigieren, ohne gegen Winde und Objekte zu stolen. Um diese
Kollisionen zu vermeiden, werden verschiedene Sensoren benétigt, mit denen der Quadrocopter
seine Umgebung wahrnehmen kann. Dabei gibt es noch keine Lésung, die in allen Situationen
beste Ergebnisse liefert. Somit gibt es in diesem Bereich noch viele Forschungsmdoglichkeiten,

neue Sensoren zu entwickeln oder bestehende Sensorsysteme zu verbessern.

Die in vielen Robotikprojekten und unter anderem auch in den Quadrocopotern des AQopterI8-
Projekt eingesetzten Infrarotsensoren sind nicht geeignet fiir Umgebungen, in denen durch starke
Rauchentwicklung die Sicht auf Hindernisse versperrt ist. Gleichzeitig sind Ultraschallsensoren,
wie sie ebenfalls auf dem Quadrocopter vorhanden sind, ungeeignet in Umgebungen mit schall-
schluckenden Materialien, wie es zum Beispiel bei dem Vorhang eines Stoffes der Fall ist. Hier
wird kein Ultraschallsignal zum Sensor zuriickgeworfen, wodurch dieser keine Entfernung mes-
sen kann. In der Vergangenheit wurde bereits ein System zur Fusion der Daten beider Sensoren
entwickelt. Jedoch gibt es immer noch Situationen, wo beide Sensoren fehlschlagen. Es ist da-
her sinnvoll, mit einem dritten Sensor Daten zu sammeln, der ebenfalls wie Ultraschall nicht mit
optischen Methoden Daten sammelt. Die Daten dieses Sensors konnen dann ebenfalls mit in die
Datenfusion aufgenommen werden. Idealerweise wiirde dieser Sensoren in den beschriebenen

Situationen immer noch gute Messwerte liefern.

In dieser Arbeit wird ein System entwickelt, dass mithilfe von Radartechnik Geschwindigkeit und
Abstand von Objekten relativ zum Sensor messen kann. Zuerst wird ein Einblick in die verwen-
dete Radartechnik gegeben und diese mit anderen Sensortechniken verglichen. Danach wird auf
den konkreten Aufbau des Systems eingegangen. Dies besteht aus einer analogen Vorverarbei-
tung der Signale und die darauf folgende digitale Weiterverarbeitung und Auswertung. Anschlie-
Bend werden die Fihigkeiten des Systems in der Evaluierung vorgestellt. Am Ende werden noch
die Ergebnisse diskutiert und auf mogliche zukiinftige Verbesserungen und Weiterentwicklungen

eingegangen.
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2. Stand der Technik

In diesem Kapitel wird auf die Funktionsweise der Radartechnik im allgemeinen und der FMCW-
Technik im Speziellen eingegangen. Danach wird diese Sensortechnik mit anderen Sensortech-
niken verglichen, wobei auf die verschiedenen Vor- und Nachteile eingegangen wird. Am Ende
wird noch auf bereits bestehende Systeme zur Hinderniserkennung in Quadrocoptern eingegan-

gen.

2.1. Das FMCW-Radar

Das Frequency Modulated Continuous Wave (FMCW) Radar stellte eine Moglichkeit dar, mit der
man die Entfernung und relative Geschwindigkeit von dem Radar zu mehreren Objekten messen
kann. Dabei wird die Frequenz des Radars stindig gedndert d.h. frequenzmoduliert und das Ra-
dar sendet wihrend der gesamte Zeit der Messung ein Signal aus (Dauerstrich bzw. Continuous

Wave).

2.1.1. Grundlegende Arbeitsweise von Radar

Um mit einem Radar eine Messung durchzufiihren, wird von einem Radarsender eine elektroma-
gnetische Welle ausgesendet. Diese wird von einem Objekt reflektiert und somit zuriickgeworfen.
Ein Radarempfinger kann nun dieses reflektierte Signal empfangen. Durch die Reflektion des Si-

gnals enthilt das empfangene Signal Informationen iiber das Objekt, an dem es reflektiert wurde.
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Dies kann zum Beispiel die Laufzeit des Signals sein, also der Zeitunterschied vom Aussenden
zum empfangen des Signals, aber auch Informationen wie die Stirke des empfangenen Signals,
die Anderung der Frequenz des Signals oder eine Anderung der Polarisation. Die Frequenziinde-
rung des Signals kommt unter anderem durch den Dopplereffekt zustande, der die Frequenz des
Signals erhoht oder verringert, je nachdem wie grof3 die Relativgeschwindigkeit ist und in welche

Richtung die Bewegung ist.

Eine der wichtigsten Gleichungen hierbei ist die sogenannte Radargleichung. Sie beschreibt das
Verhiltnis von gesendeter Radarleistung P; zu empfangener Radarleistung P, :
P, g'xg xo?

T _gxg *o” 2.1
P, R* (1)

Hierbei steh g; fiir den Gewinn durch die Sendeantenne und g, fiir den Gewinn der Empfangsan-
tenne sowie o fiir die effektive Reflexionsfldche, also die Fliche die senkrecht zum Sensor steht,

und R fiir den Abstand vom Sensor zum Objekt.

Aus Formel [2.1] ergibt sich schon eines der groen Probleme der Radartechnik. Da der Abstand
R hoch vier genommen wird, sinkt die empfangene Leistung sehr schnell im Vergleich zur ge-
sendeten Leistung. Dadurch miissen die empfangenen Radarsignale sehr stark verstirkt werden,
um eine Weiterverarbeitung durch einen AD-Wandler zu ermdglichen. Diese Verstirkung erzeugt

jedoch wieder zusétzliche Verdanderungen des Signals wie zum Beispiel Rauschen.

Ein weiteres Problem sind die hohen Frequenzen, mit der in der Radartechnik gearbeitet wird.
Damit die Radarstrahlen an moéglichst vielen Objekten reflektiert und diese nicht durchdringt,
werden sehr hohe Frequenzen im Mikrowellenbereich, also elektromagnetische Wellen im Be-
reich von iiber 1 GHz, verwendet. Eine oft benutzte Frequenz fiir zivile Radarsysteme ist zum
Beispiel der Frequenzbereich um 24 GHz. Diese hohen Frequenzen erfordern eine hohes Mal3 an
Wissen iiber Hochfrequenztechnik. Daher wird oftmals auf vorgefertigte Module zuriickgegrif-
fen, die bereits den Hochfrequenzteil implementiert haben und nur noch ein Signal von wenigen

Kilohertz ausgeben. Diese Frequenzen kann man mit konventioneller Elektronik einfach Verstir-



Stand der Technik 5

ken und Filtern. Somit ist es auch im Rahmen dieser Arbeit moglich Radartechnik zu verwenden.

[InnoSenT, 2003, S. 7f]

° 7 7 /Sendeantenne
- - \

Mischerkanal 1

Empfangsantenne

A

VAVAN

Q

Abbildung 2.1.: Der prinzipielle interne Aufbau eines Radarsensors der Firma InnoSenT. Quelle: [[InnoSenT), 2003,
S. 14]

Mischerkanal 2

2.1.2. Funktionsweise eines FMCW-Radars

Das FMCW-Radar sendet ein Radarsignal mit sich stidndig dndernder Frequenz aus. Dies bedeu-
tet, dass das Radar frequenzmoduliert ist. Das Signal wird an einem Objekt reflektiert und wieder
durch das Radar empfangen. Da das Signal dauernd seine Sendefrequenz 4ndert, hat sich durch
die Laufzeit die Sendefrequenz des Signals ein wenig gedndert. Wenn man nun die Differenz der
Frequenzen von Sende- und Empfangssignal anschaut, kann man aus ihr die Signallaufzeit und

damit auch die Entfernung von Signal und Objekt berechnen.

Um die Berechnungen zu vereinfachen, wird die Sendefrequenz mit einem linear ansteigenden
oder abfallenden Signal moduliert. Dies kann zum Beispiel ein Sidgezahnsignal oder ein Drei-
eckssignal sein. Da das modulierende Signal linear ist, ist die Differenzfrequenz proportional zur

Entfernung des gemessenen Objektes.
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Abbildung 2.2.: Die Signallaufzeit des Radarsignals bewirkt eine Verschiebung des empfangenen Signals um At
auf der Zeitachse, wodurch eine Differenzfrequenz fg; 75 entsteht. Quelle: (Wikipedia [IEI]

Die Laufzeit des Radarsignals ergibt sich aus der Lichtgeschwindigkeit ¢ und der Distanz d als

Formel

d

t=2x%- (2.2)

Das Radarsignal legt die Distanz d doppelt zuriick, einmal auf dem Weg von dem Radarsensor
zum Objekt und einmal vom Objekt zuriick zum Radarsensor. Daher wird die gesamte Formel

mit zwel multipliziert. Der Sender dndert seine Frequenz mit der Geschwindigkeit vy, die sich

ergibt durch Formel [2.3]

A
Vtune = Tf (23)

mit A f als der Frequenzhub und 7" als die Periodenzeit fiir einen kompletten Frequenzhub. Der

Frequenzhub entspricht dem A f aus Abbildung [2.2] also der Differenz zwischen minimaler und
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maximaler Sendefrequenz. Aus Formel und Formel ergibt sich dann die Differenz der
Sende- und Empfangsfrequenz fy; s als Formel

dxAf
cxT

fdiffzvtune*tzz* (24‘)

Man sieht, dass man aus der Differenzfrequenz fy; die Distanz d berechnen kann, solang der

Frequenzhub A f und die Periodenzeit 7" bekannt sind, also durch Formel

_ fdsz*C*T

d 2x Af

(2.5)

[InnoSenT,, 2003} S. 11]

2.1.3. FMCW-Radar mit Dreiecksmodulation

Das FMCW-Radar mit Sdgezahnmodulation kann man dann verwenden, wenn sich der Sen-
der/Empfinger und das gemessene Objekt nicht relativ zueinander bewegen. Sobald eine Be-
wegung hinzukommt, entsteht eine Dopplerfrequenz, die sich auf die Differenzfrequenz addiert.
Dadurch ist nicht mehr eine eindeutige Bestimmung der Entfernnung moglich, solange die Ge-
schwindigkeit zwischen Sender/Empfianger und dem gemessenen Objekt nicht bekannt ist. Dieses
Problem stellt ein Gleichungssystem mit zwei Unbekannten dar, wodurch ebenfalls zwei Parame-
ter gebraucht werden, um das Gleichungssystem zu l6sen. Bei der FMCW-Variante mit Sdgezahn

gibt es jedoch nur einen Parameter, ndmlich die Differenzfrequenz fq; s

Dieses Problem kann man 18sen, indem man das FMCW-Radar mit einem Dreiecksmodulation
betreibt. Hier tritt bei steigender Flanke die Differenzfrequenz fy; ;71 auf und bei fallender Flanke
die Differenzfrequenz fy; . Die Dopplerfrequenz addiert sich auch hierbei auf beide Frequen-
zen. Jedoch ist die Differenzfrequenz, die aus der Zeitverschiebung durch die Laufzeit entsteht,
bei steigender Flanke positiv und bei fallender Flanke negativ. Dies sieht man in Abbildung [2.3|

in dem graufarbigen Frequenzverlauf, der nur von der Entfernung abhéngig ist. Sie stellt eine
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fdoppler

fdiffl l fdiffz

-
r

t

Abbildung 2.3.: Durch die Dopplerverschiebung kommt es zusétzlich noch zu einer Verschiebung des Signals um
fdoppier- Jedoch konnen bei einer Sdgezahnmodulation fg; 71 und fg; ¢ 52 gemessen werden. Quel-
le: \Wikipedia [c]]

zeitliche Verschiebung der Sendefrequenz in blau dar. Darauf wird die Dopplerfrequenz fioppicr
addiert, was also eine Verschiebung auf der Frequenzachse darstellt, wodurch am Empfinger der

rote Frequenzverlauf entsteht.

Fiir die Differenzfrequenz bei steigender Flanke fy; 741 gilt Formel

fdiffl = |fdoppler - fdiff|7 (26)

wobei fg4¢r die Frequenzverschiebung durch die Distanz darstellt und fioppi.r die Frequenzver-

schiebung durch den Dopplereffekt. Analog dazu gilt fiir fy; s> Formel

fairr2 = | faoppier + faify] (2.7)
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Wir interessieren uns jedoch fiir die Dopplerfrequenz fqop,.» um die relative Geschwindigkeit
zwischen dem Radar und dem Objekt zu berechnen und die reine Differenzfrequenz fy;; um den
Abstand zwischen dem Radar und dem Objekt zu berechnen. Dies erreichen wir einmal durch

Addition von Formel und Formel als Formel 2.§

fdiffl + fdifo = fdoppler + fdsz + fdoppler - fdsz

(2.8)
N faipp + faigre
fdoppler — 2
Analog dazu erhilt man durch Subtraktion von Formel [2.6und Formel 2.7 die Formel 2.9]
fairr1 — faifr2 = faoppler + faigy — Faoppler + faisy
2.9)
N faigpr — faigs2]
faiff = 5
Nun kann man durch Einsetzten in Formel die Distanz berechnen als Formel
iff1 — Jdi T
d— \fairr1 — faippo| * % (2.10)

4xAf

Ebenfalls kann die Geschwindigkeit berechnet werden durch das Einsetzten von Gleichung

in die Dopplergleichung als
v — Jaigp1 + Jaipp2 x ¢
4% fo

@2.11)

mit fy als die Grundfrequenz. Hierbei wird als Vereinfachung die Frequenz als konstant ange-

nommen. [InnoSen’T, 2003, S. 13]

2.2. Vergleich von verschiedenen Techniken zur

Hinderniserkennung

Die bisher auf Quadrocoptern eingesetzten Infrarot- und Ultraschallsensoren haben den Vorteil,

dass sie keine zusitzliche Signalverarbeitung bendétigen. Sie bendtigen keine extra Schaltung und
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konnen meist direkt iiber eine serielle Schnittstelle oder einen analogen Kanal an einen Mikrocon-
troller angeschlossen werden. Jedoch haben diese Sensoren auch einige Nachteile. Die Infrarot-
sensoren bendtigen freie Sicht auf Hindernisse, um die Entfernung zu diesen zu messen. Sobald
die Luft zu staubig wird oder zu viel Rauch in der Luft enthalten ist, werden die Infrarotstrahlen
zu sehr durch die Luft gefiltert, um noch eine Messung mit ihnen durchfiihren zu konnen. Zusitz-
lich konnen die Infrarotstrahlen von bestimmten Oberflichen geschluckt werden oder es wird nur
sehr wenig zuriickgestrahlt. Es besteht auBerdem ein Problem mit der Reichweite, da schon ab

einigen Metern der Sensor das reflektierte Signal nicht mehr erkennen kann.

Ultraschallsensoren konnen auch bei schlechter Sicht eingesetzt werden. Sie haben aber auch
Probleme mit Oberflichen, die Ultraschall schlucken. Dies ist zum Beispiel der Fall bei Stoffen
auf Sofas oder in Gardinen. Da der Quadrocopter besonders fiir den Einsatz in Gebiduden opti-
miert werden soll, stellte dies ein Problem zur zuverldssigen Erkennung von Hindernissen dar.
Ebenfalls haben Ultraschallsensoren dhnlich wie Infrarotsensoren eine begrenzte Reichweite, da
das Ultraschallsignal schon nach einigen Metern zu schwach wird um seine Reflexion zuverlédssig

zu erkennen.

Sensoren auf Basis von Kameras, die mithilfe von Unterschieden in den Bildern zweier Kame-
ras Abstandsinformationen gewinnen, unterliegen dhnlichen Beschrinkungen in Hinsicht auf die
Klarheit der Luft wie die Infrarotsensoren. Zusitzlich ist die Auswertung der Kamerabilder sehr
rechenaufwindig, was den Einsatz auf einem Quadrocopter schwierig macht. Aulerdem kann
es durch Umwelteinfliisse wie Gegenlicht schnell zu einer Situation kommen, in der die Kame-
ras kein brauchbares Bild mehr liefern konnen. Jedoch hat diese Technik zum Vorteil, dass sie
den Abstand iiber einen weiten Bereich messen kann, da nicht aktiv Signale ausgesendet werden.
Zudem kann dieses System durch Verfolgung von Objekten iiber mehrere Bilder deren Geschwin-

digkeit unabhédngig voneinander ermitteln.

Die Radartechnik hat zum Vorteil, dass sie auch bei schlechter Sicht arbeiten kann, da Radar-
wellen Staub und Rauch durchdringen kann. Ein Schutz des Sensors vor Schmutz und Wasser ist

einfach moglich, da Radar Plastik durchstrahlt, wodurch man eine Abdeckung iiber den Sensor
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befestigen kann. Dies ist jedoch auch einer der Nachteile der Radartechnik. Da fiir Radarstrah-
len Objekte aus Plastik durchsichtig erscheinen, konnen diese nicht erkannt werden, da sie keine
Radarstrahlen zuriickwerfen. Auch ist der Rechenaufwand zur Auswertung der Radarsignale im

Vergleich zu Ultraschall oder Infrarot relativ hoch. Zudem braucht der Sensor noch zusitzlich

eine Schaltung, um das Signal des Sensors zu filtern und zu verstérken.

Hier ist noch einmal eine Auflistung der Vor- und Nachteile verschiedener Techniken:

Vorteile Nachteile
« Gerineer Stromverbrauch » Kompliziertes Linsensystem
Infrarot . Preis %insti ¢ Probleme bei Rauch, Staub
& & * Begrenzte Reichweite
* Benotigt Kontakt mit Luft
* Preisgiinstig * Geringe Reichweite
Ultraschall * Entfernungsinformationen * Probleme bei schalldampfenden
Materialien(Gardine)
» Hohe Auﬁ oSung * Hoher Aufwand fiir Signalverarbeitung
* Hohe Reichweite ) e
Stereokamera e . . * Empfindlich gegen Umwelteinfliisse
* Geschwindigkeitsinformation, (verdreckte Linse, Gegenlicht)
aber nur iiber Bildfolgen > V8
* Hohe Auflosung
« Geschwindigkeits- und benojugt hohe Bandbreite
. . * Mittlere Kosten
Entfernungsinformationen . 1
Radar . . » aufwindige Schaltung
* Hohe Reichweite . .
. Allwettertauelich zur Signalaufbereitung
v e » kann Materialien durchstrahlen
(Kunststoff, Biische)

Tabelle 2.1.: Vor- und Nachteile verschiedener Systeme zur Hinderniserkennung

2.3. Bisherige Forschungsergebnisse

2.3.1. Radar zur Erkennung von Flugobjekten

Moses etal.| [2011]] stellen in ihrem Artikel ,,Radar-Based Detection and Identification for Mi-
niature Air Vehicles“ein Radarsystem vor, das zur Erkennung und Identifikation von anderen

Flugobjekten entwickelt wurde. Mit der Information soll das Unmaned Aerial Vehicle (UAV) fa-
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hig sein, einem entgegenkommenden Flugobjekt ausweichen zu kénnen. Das Radar kann jedoch
in dieser Form nicht den Abstand zu dem Flugobjekt bestimmen. Als Beispiel fiir eine Einsatz-

plattform wird ein Modellhubschrauber mit 710mm Motordurchmesser genannt.

Das Radarsystem arbeitet im X-Band mit ei-
ner Frequenz von 10,5 GHz und wird als Con-
tinuous Wave (CW) Radar eingesetzt. Die-
ses Radar benutzt den Dopplereffekt, um an-
hand der Frequenzverschiebung durch die Ge-

schwindigkeit der sich anndhender Flugob-

jekte diese Flugobjekte zu erkennen. Weiter-

Abbildung 2.4.: Das von Alistair Moses et al entwickelte  hip untersuchen die Autoren die charakteristi-

Radarsystem. Quelle:[Moses etal|[2011]

schen Dopplerfrequenzen von verschiedenen

Flugobjekten.

Durch die Reflexion der Radarstrahlen an sich verschieden Objekten des Flugobjekts, die sich un-
terschiedlich schnell bewegen, strahlt jede Klasse von Flugobjekten eine spezifische Spektrum der
Dopplerfrequenz aus. So hat beispielsweise der Hauptrotor eines Hubschraubers eine andere Ge-
schwindigkeit und eine andere Reflexionsfliche als der Heckrotor. Somit gibt der Hubschrauber
ein charakteristisches Dopplerspektrum aus, dass ihn eindeutig identifiziert. Die Autoren konnen
unter Laborbedingungen zeigen, dass es so moglich ist, zwischen mehreren gleichzeitig sich in
der Luft befindenden Flugobjekten zu unterscheiden. Weiterhin wird die Moglichkeit beschrie-
ben, dass das System bei Erkennen eines Flugobjektes auf die FMCW-Technik umstellt, um des-

sen Entfernung zu bestimmen und damit weitere Entscheidungen treffen zu kdnnen.

Das Radarsystem ist jedoch nur bedingt auf einem Quadrocopter einsetzbar. Zum einem ist es
durch das Gewicht beschrinkt, da mit einer Masse von 230 Gramm nicht mehrere dieser Radar-
systeme von einem Quadrocopter getragen werden konnen. Durch den Einsatz einer Hornantenne
ist das System mit 15,5x10x9 cm auch relativ groB. Zudem ist die Leistungsaufnahme mit 4,5

Watt im Vergleich zu anderen Sensoren hoch.
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2.3.2. Hinderniserkennung mit Ultraschallsensor

In dem Paper ,,Obstacle detection and collision avoidance using ultrasonic distance sensors for an

autonomous quadrocopter‘‘stellen |Gageik etal. [2012] ein System vor, dass Hindernisse erkennt

und diesen dann auch ausweichen kann. Die Hinderniserkennung erfolgt iiber 12 Ultraschallsen-
soren, die kreisformig an den Quadrocopter angebracht sind. Durch den Messbereich von 55°
iberlappen sich die Messbereiche der benachbarten Ultraschallsensoren. Wenn ein Hindernis in
der Mitte zwischen zwei Sensor liegt konnen beide Sensoren das Hindernis sehen. Durch diese

Information kann die Lage des Hindernisses genauer bestimmt werden.

Um den Hindernissen auszuweichen, unter-
scheidet der Quadrocopter unter drei Zustédn-
den. Im ersten Zustand ist der Quadrocopter
weit genug vom Hindernis entfernt und bleibt
auf seiner Flugbahn. Im zweiten Zustand ist er
dem Hindernis nédher und versucht aktiv den

Winkel zwischen seiner Flugbahn und dem

Hindernis zu kontrollieren, um die Geschwin-

Abbildung 2.5.: Die am Quadrocopter befestigten Ul-
traschallsensoren. Quelle:
[2012]

digkeit der Anndherung zu verlangsamen. Im
dritten Zustand ist der Quadrocopter dem Hin-
dernis gefihrlich nah und versucht mit Hilfe eines PID-Reglers den Abstand zum Hindernissen

zu kontrollieren.

Mit diesem System ist es den Autoren moglich gewesen, den Abstand zu Hindernissen bis auf
Zentimeter genau zu messen, Voraussetzung hierfiir ist jedoch, dass die Oberfliche des Hindernis-
ses aus einem Material besteht, dass Ultraschall gut reflektiert. Auerdem miissen die Hindernisse
moglichst senkrecht zu den Sensoren stehen, um moglichst viel Ultraschall zuriickzuwerfen. Bei
einem weiteren Test wurde gezeigt, dass das entwickelte System fihig ist, einen konstanten Ab-

stand zu einem sich bewegenden Hindernis zu halten.
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Die Autoren merken an, dass das von ihnen entwickelte System Probleme mit Hindernissen in
groferer Entfernung oder mit fiir Ultraschall schluckenden Oberflicheneigenschaften hat. Es wi-
re daher gut, die Daten des Ultraschalls mit den Daten anderer Sensoren zu fusionieren, um ge-
nauere und verldsslichere Daten fiir die Hinderniserkennung und Kollisionsvermeidung zu erhal-

ten.

2.3.3. Bildgebendes Radar auf UAV

Von Zaugg etal.| [2006] wird ein von Studenten der Brigham Young entwickeltes Synthetic
Aperture Radar (SAR) vorgestellt. SAR ist ein bildgebendes Radarverfahren, dass durch die
2D-Bewegung und die Kenntnis der genauen Position des Radars ein Bild der mit dem Radar
tiberstrichenen Oberflache machen kann. Durch die Eigenbewegung des Radars dndert sich der
Blickwinkel des Radars auf Objekten, die sich auf der Oberflache befinden, stindig. Mit dieser
Anderung verindert sich auch die Phase und Intensitit der riickgestrahlten Radarsignale. Aus

diesen Informationen kann dann ein Bild berechnet werden.

Das Radar wurde mit dem Ziel entwickelt, auf

einem UAV mit 1,8 Meter Spannweite ein-
setzbar zu sein. Dies ermoglicht, das Radar
regelmiBig iiber Landschaften fliegen zu las-

sen, um diese zu untersuchen. Das UAV fliegt

dabei bei ca. 300 m Flughohe. Es wird eine

Abbildung 2.6.: Das von Zaugg et al entwickelte SAR. FMCW-Modulation des Radars benutzt, was
Quelle: |Zaugg et al.|[2006]

eine einfachen Aufbau des Radarfrontend er-

moglicht. Die Sendefrequenz betrigt 5,56 GHz.

Mit dem Radar ist es moglich, Oberfldachen bis auf 1,875 Meter Genauigkeit abzubilden. Ein Test

auf einem Flugzeug iiber dem Atlantischen Ozean hat gezeigt, dass es mit dem Radar moglich
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ist, auf dem Meer treibende Eisschollen zu erkennen und dessen Struktur auszumachen. Auch auf

Land sind Strukturen wie Gebdude, die einen groen Metallanteil haben, gut zu erkennen.

Der Einsatz des SAR Radar auf kleineren Plattformen wird durch die beiden ca. 30 cm groBen An-
tennen und das Gewicht von 2 kg verhindert. Ebenfalls sind die unstabilen Flugeigenschaften von
kleineren Flugobjekten ungiinstig, da der Algorithmus eine moglichst konstante Geschwindigkeit

des Radars benotigt. Aulerdem ist die Leistungsaufnahme des Systems mit 18 Watt hoch.
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3. Konzept

3.1. Uberblick

Radar- Analoge Digitale
frontend [ schwaches Signal > Signal-  —verstarktes Signal > Signal- — Abstand >
verarbeitung verarbeitung

Abbildung 3.1.: Verarbeitungsstufen des Radarsignals

Um die bisherige Hinderniserkennung von Quadrocoptern zu verbessern und die Nachteile der be-
stehenden Systeme, wie sie in Kapitel @]besohrieben werden, zu umgehen, wird in dieser Arbeit
Radartechnik eingesetzt. Damit soll erreicht werden, dass der Quadrocopter auch bei schwieri-
gen Sichtverhiltnissen Abstand zu Objekten halten und zusétzlich seine relative Geschwindigkeit
messen kann. Dabei wird das Radar nicht als alleiniger Sensor verwendet werden, sondern in
eine Sensordatenfusion eingehen, um fiir eine Hinderniserkennung und -vermeidung, wie z.B. in

Kapitel beschrieben wurde, genutzt zu werden.

Um diese Ziele zu verwirklichen, wird auf ein Radar mit FMCW-Technik zuriickgegriffen, wie
in Kapitel @besehrieben. Dabei wird eine Dreiecksmodulation verwendet, um Fehler durch den
Dopplerefekt zu eliminieren und zusitzlich eine Geschwindigkeitsinformation zu gewinnen. Die
Auswertung der Daten des Radarsensors stellen jedoch hohe Anforderung an die Rechenleistung

des auswertenden Mikrocontrollers.

Wie in Abbildung[3.1]zu sehen ist, wird das von dem Radar ausgegebene Signal zunéchst durch ei-

ne analoge Schaltung verstédrkt und gefiltert. Im ndchsten Schritt wird das Signal dann digitalisiert.
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Aus dem digitalisierten Signal kann dann ein Prozessor mithilfe von Fourier-Transformationen
und anderen Algorithmen die gewiinschten Entfernungs- und Geschwindigkeitsinformationen be-
rechnen. Mit dieser Entfernungs- und Geschwindigkeitsinformation ist dann eine Erkennung von

Hindernissen moglich.

Durch die hohe benétigte Rechenleistung muss besonders auf den Ablauf und Kontrollfluss des
Programmes sowie auf die mathematischen Konzepte geachtet werden. Dies ist nétig, um die
Rechenleistung so klein wie moglich zu halten, wodurch eine Auswertung der Radarsensoren

durch Mikrocontroller erst moglich wird.

3.2. Mathematisches Konzept

3.2.1. Die Fourier-Transformation

Um mit den in Kapitel 2.1 beschriebenen Formeln den Abstand und die Geschwindigkeit von
Objekten zu berechnen, miissen die vom dem Radarsensor generierten Frequenzen bestimmt wer-
den, die in dem Signal der Radarsensoren vorhanden sind. Daher miissen die eingelesenen Daten,
die im Zeitbereich vorhanden sind, in den Frequenzbereich iiberfiihrt werden. Hierfiir wird die
Fourier-Transformation benutzt. Sie kann eine Funktion f(¢) in den Frequenzbereich F'( f) tiber-

fiihren, indem die Integration

F(f) = /OO f(t)e 2mrtqt (3.1)

durchgefiihrt wird. Das Problem hierbei ist, dass mit dieser Form der Fourier-Transformation kei-
ne diskreten Daten transformiert werden konnen. Man kann damit zwar Funktionen iiber die Zeit
in den Frequenzbereich iiberfiihren, jedoch werden bei der Auswertung von Radarsignalen durch
einen Mikrocontroller die Daten des Radarsignals gesampelt, dass heifit es wird in regelméfi-
gen Zeitabstdnden eine Messung durchgefiihrt. Dadurch stellen die Daten keine kontinuierliche
Funktion dar, sondern diskrete Daten, also eine Reihe von Zahlen. Um diese Daten trotzdem in

den Frequenzbereich zu iibertragen wird die Fast Fourier Transformation (FFT) benutzt, die ein
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schnelles Verfahren darstellt um mit diskreten Daten eine Fourier-Transformation durchzufiih-

ren.[Kaiserslauternl]

3.2.2. Die Fast Fourier Transformation

Die Fast Fourier Transformation oder FFT ist eine spezielle Form der diskreten Fourier Trans-
formation. Durch sie kann ein digitalisiertes Signal, also ein Signal, das durch ein AD-Wandler
gesampelt und diskreditiert wurde, in seine entsprechende Fourier-Transformierte iiberfiihrt wer-

den.

Der FFT-Algorithmus arbeitet mit dem Prinzip des Teilen und Herrschen. Er teilt das Problem
in kleinere Teilprobleme auf, die damit einfacher zu berechnen sind. Dies geschieht durch eine
Aufteilung der Daten in einem Array in zwei Arrays der halben Grofle, wobei Daten mit geradem
Index in das erste Array fallen und Daten mit ungeradem Index in das zweite Array. Nun kann
eine FFT auf den beiden neuen Arrays durchgefiihrt werden. Dieses Aufteilen in kleinere FFTs
geschieht so lange bis die FFTs nur noch iiber Arrays mit einem Datenpunkt, also der Linge eins,

durchgefiihrt werden.

Die diskrete Fourier Transformation von nur einer Zahl ist die Zahl selber. So kann in diesem
Basisfall die Zahl selber wieder als ihre Fourier-Transformierte zuriickgegeben werden. Dadurch
muss nun der Algorithmus nur noch die einzelnen Fourier-Transformationen wieder zusammen-
fiigen, den Rekursionsbaum also wieder riickwérts gehen. Der Algorithmus kann nur dann funk-
tionieren, wenn in jedem Basisfall nur noch ein Datenpunkt in die FFT eingeht. Dies passiert nur

dann, wenn die Anzahl der Datenpunkte stets ein 2" ist(mit n € N).

In Abbildung sieht man das Schrittweise verrechnen der Zahlen. Dabei werden zuerst jeweils
zwei Nachbarn miteinander verrechnet, im nichsten Schritt jeweils vier Nachbarn und am Ende
alle Zahlen miteinander. Durch das oben beschriebene aufteilen in Zahlen mit geraden und un-
geraden Index sind hier alle Zahlen mit geradem Index in der oberen Hilfte und alle Zahlen mit

ungeradem Index in der unteren Hilfte.
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Abbildung 3.2.: Das schrittweise Zusammenfiigen von Fourier-Transformationen. Quelle:

Der Rechenaufwand fiir eine FFT kann noch zusétzlich gesenkt werden, wenn man anstatt einen
Radix-2-Algorithmus( also mit 2" Datenpunkten) ein Radix-4-, Radix-8-, usw. Algorithmus ver-
wendet die jeweils 47, 8" usw. Datenpunkte enthalten. Hierbei kann die Tiefe des Rekursions-
baumes gesenkt werden, indem bei jedem Schritt nicht in zwei rekursive Aufrufe geteilt wird,

sondern in 4, 8, usw. Aufrufe.

Bei Implementationen des FFT-Algorithmus in der Praxis wird darauf verzichtet, rekursiv die
FFT-Funktion aufzurufen. Vielmehr wird hier zuerst berechnet, welche Zahl mit welcher anderen
Zahl in den rekursiven Aufrufen verrechnet werden wiirde, was daraufhin manuell ohne rekursi-
ven Aufruf passiert. Man spart sich hierdurch eine Vielzahl an Funktionsaufrufe, die gro3e Over-

headkosten, durch Sicherung der Register auf dem Stack, zur Folge hitten. [Flensburg]
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3.2.3. Fensterfunktionen

Ein Problem bei der Verarbeitung von Daten mithilfe eines FFTs ist eine der grundlegenden
Annahmen der FFT-Technik. Man nimmt an, dass man das Signal, das durch diese Daten repra-
sentiert wird, ewig fortsetzen kann. Das bedeutet, dass der FFT-Algorithmus annimmt, dass er
nach dem Ende des durch die Daten reprisentierte Signal das Signal einfach fortsetzen konnte,
indem er das Signal immer wieder neu hinten anhéngt. Somit kann der Algorithmus das Signal

als unendlich annehmen, was erst eine Fourier-Transformation ermoglicht.

Probleme treten nun auf, wenn das Signal am Anfang und am Ende nicht den gleichen Pegel
haben. Es entstehen Spriinge im Signal, welche sich in Verfidlschung der Fourier-Transformierten
bemerkbar machen. Die Fourier-Transformierte eines Signals ist nicht mehr scharf sichtbar, son-

der wird verwischt, was zu Problemen bei der eindeutigen Analyse des Signals fiihrt.

Window function {Hann) Frequancy response (Hannp

amplitude:
dacibels

60 —40 —20 1] 20 40 60
samples DFT bins

Abbildung 3.3.: Das Von-Hann-Fenster als Beispiel einer Fensterfunktion (links) und die Verfilschung durch die
Fensterfunktion im Frequenzbereich (rechts). Quelle: [El]

Um dem Vorzubeugen, wird das Datenarray vor der Verarbeitung mit der FFT-Funktion mit ei-
ner sogenannten Fensterfunktion multipliziert. Diese Funktion steigt von null an den Réndern
langsam zu eins in der Mitte hin an (sieche Abbildung [3.3). Dies bewirkt, dass das Anfangs- und
Endstiick sich auf dem gleichen Pegel, namlich null befinden. Das Ziel einer guten Fensterfunkti-
on ist es, die resultierende Fourier-Transformation soweit wie moglich nicht zu verfilschen, aber

dennoch gute Ausblendeigenschaften an den Rindern aufzuweisen. Eine gute Ausblendeigen-
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schaft bedeutet, dass sich der Anfang und das Ende des Signals so weit wie moglich annihern.

[Kiel]
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4. Implementierung

4.1. Analoge- und Digitale Signalverarbeitung

Digitale Signalverarbeitung/i

I
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Abbildung 4.1.: Ubersicht iiber Verarbeitung der Signale mithilfe von analoger und digitaler Hardware

Der Digital Analog Converter (DAC) generiert das in Kapitel [2.1.3| beschriebene Dreieckssignal
zur Modulation der Radarstrahlen. Dieses Signal wird verstirkt und liegt dann am Vy,,,.-Eingang
des Radarsensors IVS-465 an. Der Radarsensor sendet und empféingt die Radarsignale wie in
Kapitel 2.1 beschrieben. Anschlieffend gibt er das Differenzsignal an seinem I- und Q-Ausgang
aus. Nun miissen beide Signale verstirkt und gefiltert werden. Anschliefend wird jedes Signal

jeweils von einem ADC eingelesen und anschlie3end von dem Prozessor weiterverarbeitet.
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4.1.1. DAC

Um den Radarsensor als ein FMCW-Radar betreiben zu kénnen, muss der Vy,,. Eingang des
IVS-465 mit einem Dreieckssignal angesteuert werden. Laut Datenblatt muss dieses Signal min-
destens 0,5 Volt Spannung haben. Da ein Frequenzhub von 250 MHz generiert werden soll und
die Ausgangsfrequenz des Radarsensors sich um 50 MHz pro Volt Anderung an V. indert,
muss Vi, mit einem Dreieckssignal zwischen 0,5 und 5,5 Volt angesprochen werden. Der Ein-
fachheit halber wird ein Dreieckssignal zwischen 1 Volt und 6 Volt generiert. Der DAC des MK20
kann jedoch nur eine Spannung von 3,3 Volt maximal ausgeben. Daher muss das ausgegebene Si-
gnal des MK20 noch mithilfe eines Operationsverstirker multipliziert werden, um das Signal in

den gewiinschten Spannungsbereich zu bringen.

Das Dreieckssignal muss stets mit dem Einlesen der Signale durch die ADCs synchronisiert wer-
den. Daher wird die Ausgabe von neuen Werten iiber den Programable Delay Block (PDB) ge-
steuert. Dieser gibt mit einer Frequenz von 300 kHz ein Signal an den DMA-Kanal, der dann
den nichsten Wert aus dem Speicher liest und ihn in den DAC schreibt. Um eine Frequenz des
Dreieckssignals von 500Hz zu erreichen, besteht ein Dreieck aus insgesamt 600 Werten, wobei
300 Werte lang die Spannung steigt und 300 Werte lang die Spannung fillt. Die Werte werden
vorberechnet und liegen in einem statischen Array im Speicher. So kann der Speicher wie ein
Ringspeicher gelesen werden, dass heil3t, sobald der letzte Wert gelesen wird, springt der Lese-
zdhler des DMAs wieder auf die erste Speicheradresse zuriick. Falls erforderlich, konnten die
Werte also auch dynamisch berechnet werden, um zum Beispiel das Radarfrontend auf den rich-

tigen Frequenzhub einzustellen.

Der DAC besitzt eine Auflosung von 12 Bit, er hat also 4096 Abstufungen im Bereich von Masse

bis zur Betriebsspannung des Prozessors von 3,3 Volt. Die Auflosung betrdgt somit

3,3V Volt Volt
r= 22" g 06x10-12 2 — 0,8067°
4096steps step step

@.1)
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Da in Gleichung eine Verstirkung des Operationsverstirkers von 1,85 berechnet wurde,

muss die minimale Ausgangsspannung U,,,;,, des DAC folglich

1Volt
= =10,54 4.2
Umzn 1’ 35 O, 54V olt ( )

betragen. Dies ergibt sich mit Gleichung 4.1 zu einem minimalen Wert fiir den DAC von

0,54Vt
8,06 104 ¥t

step

= 670. 4.3)

Umin

Der maximale Wert fiir den DAC v,,,,. ist gleich dem maximal zuldssigen Wert fiir den DAC, also
Umaz = 22 — 1 = 4095. In diesem Bereich von v,,,;,, bis v, miissen die Werte, die in den DAC
geschrieben werden kontinuierlich ansteigen und zwar in genau 300 Schritten. Das Absteigen der
Zahlen von v,,,, nach v,,;, erfolgt dann in umgekehrter Reihenfolge. Die Anzahl der Schritte

zwischen v,,,;,, und v, betrigt
Umaz — Umin = 4095 — 670 = 3425. “4.4)

Der Wert des DAC muss sich also in 300 Schritten um 3425 dndern also mit einer Rate von

42
Av = Q
300

=11,417. 4.5)
Somit ergibt sich als Formel, fiir die Werte, die in den DAC geschrieben werden

v(s) = 6704 11,417 * s, (4.6)

mit s im Bereich von 0...299. Die GauBBklammern werden bendtigt, um ganzzahlige Werte zu

erhalten.
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4.1.2. Verstarkung des V,,,,. Signals

Das von dem DAC ausgegebene modulierende Signal besitzt eine maximale Spannung von 3,3V.
Diese Spannung muss auf 6 Volt verstiarkt werden, um den maximalen Frequenzhub von 250MHz

in dem Radarsensor zu erzeugen. Daher ist eine Verstdarkung von

6V
=— =181 4.
v 3.3V .8 4.7

notig. Diese Verstirkung wird mithilfe eines Operationsverstirker vom Typ LM358N realisiert,
der als nicht-invertierender Verstédrker eingesetzt wird. Da das zu verstidrkende Signal eine re-

lativ niedrige Frequenz von 500Hz besitzt, kann hier ein relativ einfacher Operationsverstirker

eingesetzt werden.

Hier soll das Verhiltnis von U, zu U, 1,81 be-
tragen. Um dies zu erreichen muss das Ver-

hiltnis von R, zu R, richtig eingestellt wer-

den und zwar durch

1 N

v 142 e 21— 1.81-1=0,81
Y R1 Ry Ry

Y I 7 -

Da nur bestimmte Wiederstinde vorhanden

Abbildung 4.2.: Schaltung eines nicht-invertierenden
Verstirkers sind, miissen diese so eingestellt werden, dass

ihr Verhiltnis bestmoglich den Wert aus Gleichung {4.8] annehmen. Daher wurde fiir R, zwei par-
allel geschaltete Wiederstinde mit einem Wert von 470¢2 und 2200¢2 verwendet und fiir R, einen

Widerstand von 330€2. Daraus ergibt sich fiir R; ein Gesamtwiderstand von

Ry = - — — — 387,30 (4.9)

1
1 + 1 1 o4 1
R, Ry 47002 22002
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Die gesamte Verstirkung ergibt sich aus Formel zu

=1,85 (4.10)

In der Praxis wird die reale Verstiarkung jedoch um diesen Wert schwanken, da Wiederstinde oft-

Umin= 42@ml! am= Umax= & .85 Umin= 92@m.! Hlid=1.E

Abbildung 4.3.: Modulierende Signal von DAC (links) und nach Verstarkung (rechts)

mals Toleranzen von bis zu 5% besitzen. Um dies auszugleichen kann entweder der Frequenzhub,
mit dem der Mikrocontroller rechnet, auf einen neuen Wert kalibriert werden oder die vom DAC
ausgegebenen Maximal- und Minimalspannungen so kalibriert werden, dass der Frequenzhub

wieder auf 250MHz eingestellt ist.

4.1.3. Der Radarsensor IVS-465

Der Radarsensor IVS-465 der Firma InnoSenT stellt die Grundlage dieser Arbeit dar und bildet
das Radarfrontend. In ihm ist die komplette Hochfrequenztechnik implementiert, wodurch das
Arbeiten mit Radartechnik erleichtert wird. Da Radarstrahlen im Bereich der Sendefrequenz des
Radarmoduls von 24 GHz an vielen Oberflichen reflektieren, ist das Radar fiir viele Zwecke

einsetzbar.

Durch den voltage-controlled Oscillator (VCO) ist es moglich den IVS-465 als ein FMCW-Radar

zu betreiben. Durch den VCO kann die Grundfrequenz des Oszillators erhoht werden, indem
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eine Spannung an den V;,,.-Eingang angelegt wird. Der VCO indert seine Frequenz somit um
50MHz pro Volt Spannungsédnderung. Die Frequenz des Oszillators wird dann verstirkt und tiber

die Sendeantenne als Radarstrahlen abgegeben.

Durch Anderung der Spannung am V.-
Eingang wird der Radarsensor moduliert. Es
muss jedoch laut Datenblatt immer eine Span-
nung zwischen 0,5 und 10 Volt an V},,,, anlie-
gen, um eine stabile Arbeit des VCO zu ge-
wihrleisten. In dieser Arbeit wird der VCO
mit einer Spannung zwischen 1 Volt und
6 Volt moduliert, wodurch ein Frequenzhub

von 250 MHz des Radarsignals entsteht. Die

Grundfrequenz des Radars von 24 GHz mit

Abbildung 4.4.: Die Frontseite des 1VS-465 mit Sen- )
deantenne(links) und Empfangsanten- €inem Frequenzhub von 250 MHz nutzt damit

ne(rechts)

das gesamte ISM-Band zwischen 24GHz und
24,25 GHz aus.

Der IVS-465 besitzt zwei getrennte Empfangskanéle, wodurch sich die Bewegungsrichtung von
Objekten feststellen lasst. Wie in Kapitel[2.1]geschildert, wird auch in diesem Sensor das Sendesi-
gnal und das Empfangssignal voneinander subtrahiert. Dies geschieht auf beiden Empfangskani-
len getrennt, wobei bei einem Empfangskanal das um 90 Grad phasenverschobene Sendesignal
verwendet wird. Die beiden Empfangskanile stehen an den Ausgidngen I und Q zur Verfiigung.
Die Ausgangssignale besitzen bei besten Empfangsbedingungen Signalpegel von maximal -300

bis 300 Millivolt.

Durch Messungen mit einem Oszilloskop wurde festgestellt, dass die Ausgangssignale meist um
Faktor 100 kleiner sind, also eher im Bereich von -3 bis +3 Millivolt. Zusitzlich wurde festst-

gestellt, dass das Ausgangssignal starke Anteile von dem an V},,. anliegenden modulierenden
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Signal besitzt. Daher ist es notig, die Ausgangssignale vor der digitalen Verarbeitung zu filtern

und zu verstirken.

4.1.4. Filterung und Verstarkung des Radarsignals

Um die in Kapitel #.1.3|beschriebenen Ausgangssignale des IVS-465 zu verstirken und zu filtern,
werden Operationsverstirker des Typ LM358N verwendet. Jeder dieser ICs implementiert zwei
Operationsverstirker, die sich die Spannungsversorgung teilen, womit sich kompakte Schaltun-
gen implementieren lassen. Fiir jeden Ausgangskanal des Radarsensors ist ein Operationsverstér-
ker zustidndig, der in zwei hintereinander geschalteten Stufen das Signal gleichzeitig verstérkt und

filtert.

Die Filter- und Verstirkerschaltung wurde aus der Bachelorarbeit von Ferdinand Seidel entnom-
men und angepasst. Dabei wurde auf eine Verschiebung der Leerlaufspannung verzichtet, da die
differentiellen Eingiingen des ADCs benutzt wurden, welche eine Messung von negativen Span-
nungen ermdglicht. Durch diese Anpassung spart man pro Kanal ein Operationsverstirker, was
den Schaltungsaufwand senkt. Da eine Modulationsfrequenz von 500 Hz verwendet wurde, konn-
te die Cut-Off-Frequenz auf 1 kHz gesenkt werden, um auch niedrigere Frequenzen(also kleinere

Abstinde) messen zu konnnen.

| |
| S |
f | — |
]
3 Il &

L

< i "

Abbildung 4.5.: Die Verstirker- und Filterschaltung von einem Kanal
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Wie man in Abbildung sieht, ist mit dieser Schaltung nur noch ein Operationsverstéirker pro
Kanal nétig. Somit ist auch bei der Auswertung beider Kanile der Schaltungsaufwand relativ

klein.

Uniax= 4 1&ml) Umin==-37TEml i Sus Unax= 3 1Zml Lmin=- +lid=22F

Abbildung 4.6.: Die Radarsignale nach Verstiarkung und Filterung durch die beiden Opamp-Stufen. Das Signal wird
so direkt in den ADC-Eingang des Mikrocontroller gespeist.

4.1.5. ADC

Durch den PDB gesteuert, werden in regelméfigen Abstinden neue Konvertierungen in den
ADCs vorgenommen. Dies geschieht in diesem Fall mit einer Frequenz von 300 kHz. Nach dem
Abschluss einer Wandlung wird ein Signal an den DMA weitergegeben, der diesen Wert in dem
Arbeitsspeicher ablegt. Der Speicherbereich des DMAs wird dabei als Ringspeicher genutzt, um
den Speicherverbrauch zu minimieren. Der DMA gibt jeweils beim Erreichen der Mitte und dem
Ende des Speichers einen Interrupt an den Prozessor weiter. Der Prozessor schreibt dann die
Daten an eine andere Speicherstelle, um sie vor einem Uberschreiben durch den DMA zu schiit-

Zen.

Dem ADCs vorgeschaltet ist jeweils ein Programmable Gain Amplifier (PGA). Diese haben einen
differentiellen Eingang, wodurch sie immer die Differenz der Spannung an ihren zwei Pins ausge-
ben. Dies hat zum Vorteil, dass wenn man die Vergleichsspannung auf Masse legt auch negative

Spannungen gemessen werden konnen. Es wird dadurch pro ADC-Kanal ein Opamp gespart, der
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sonst zum Signal eine feste Spannung addieren und danach das Signal noch einmal invertieren

miuisste.

4.1.6. Der Mikrocontroller

Mitt dem Teensy 3.1 Entwicklungsbord von PJRC wurde das Einlesen und Ausgeben von Daten
sowie deren Verarbeitung realisiert. Dieses Board enthilt einen Freescale MK20DX256 Mikro-
prozessor. Dieser 32-bit Prozessor basiert auf der ARM Cortex M4 Architektur und bietet fiir den

Programmcode 256 kByte Flash Speicher und 64 kByte Arbeitsspeicher.

Die fiir diese Arbeit wichtige Eigenschaften des Boards sind die kleinen Maf3e sowie die Analog
Digital Converter (ADC) und Digital Analog Converter (DAC) Fihigkeiten des Mikroprozessors.
Der Mikroprozessor bietet insgesamt 2 ADCs die unabhiingig voneinander betrieben werden kon-
nen, wobei jeder ADC bis zu einer Geschwindigkeit von 450 kSamples pro Sekunde arbeiten
kann. Zusitzlich kann die Verarbeitungsgeschwindigkeit durch die Nutzung von Direct Memory
Access (DMA) gesteigert werden, welche die Ubertragung von Daten zwischen Komponenten
wie Speicher und ADC ermoglicht, ohne das der Prozessor eingreifen muss. Zudem sind die Di-
gital Signal Processing (DSP)-Befehle des Cortex M4 von grolem Vorteil, die unter anderem
schnelle Berechnungen von Fast Fourier Transformationen (FFT) zulassen. Um diese bestmog-
lich auszunutzen, wird die von ARM bereitgestellte CMSIS-DSP Bibliothek verwendet, welche

eine gute Ausnutzung des DSP-Befehlssatz garantiert.

4.1.7. Stromversorgung

Das gesamte System bendtigt eine stabile Spannungsversorgung. Diese gewihrleistet, dass die
einzelnen Komponenten mit der richtigen Spannung versorgt werden und somit ihre Funktion
erfiillen. Der Operationsverstirker, der fiir die Verstirkung des modulierenden V;,,,. Signals zu-
stiandig ist, braucht eine Versorgungsspannung, die mindestens 1,5 V hoher ist als die maximale

Ausgangsspannung. Da die maximale Spannung, mit der der modulierende V},,.-Eingang des
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Radarsensors angesteuert werden soll, 6 Volt betrdgt, muss der Operationsverstiarker mindestens

eine Versorgungsspannung von 7,5 V besitzen.

Um die Verbindung zu dem Sensorboard zu vereinfachen, wird nur eine Verbindung zur Span-
nungsversorgung und ein Verbindung zu Masse verwendet. Sie verbindet das Board mit dem Ak-
ku des Quadrocopters. So ist es moglich, das Board auch im Stand-Alone Betrieb zu verwenden,
in dem es nur von einem Akku versorgt wird. Mit der Akkuspannung kann so der Operationsver-

starker fiir die Verstirkung des V},,.-Signals (sieche Kapitel 4.1.2)) versorgt werden.

Die restlichen Komponenten, also die beiden Operationsverstirker zur Verstirkung des Aus-
gangssignals, der Mikrocontroller und der Radarsensor, benotigen eine 5 Volt Spannung zum
Betrieb. Diese Spannung wird aus der Akkuspannung mithilfe eines linearen Spannungsreglers
vom Typ LM7805 erzeugt. Diese Linearregler verfiigen iiber eine sehr stabile Ausgangsspan-
nung, was Storungen im System verringert. Ein Problem bei der Verwendung eines Linearreglers
ist jedoch, das der Spannungsregler die iiberfliissige Spannung in Warme umwandelt. Bei einer
Versorgungsspannung von 12 Volt und einer Leistungsaufnahme von 0,2 Ampere durch die Kom-

ponenten an der 5 Volt Versorgungsspannung wird eine Wirmeleistung in Hohe von

Ugigr I = (12V —5V) % 0,24 = 1,4Watt (4.11)

frei. Diese Warmeleistung wiirde den Linearregler schnell {iberhitzen lassen, weshalb ein Kiihl-

korper eingesetzt wird, um die iiberschiissige Wiarme abzufiihren.

Die fiir die Operationsverstirker zusitzlich benotigte negative Versorgungsspannung wird durch
einen Spannungsinverter des Types ICL7662 erzeugt. Dieser invertiert die 5 Volt Versorgungs-
spannung auf -5 Volt. Damit konnen die Operationsverstdrker auch im negativen Bereich arbei-
ten. Dies wird benotigt, um das Signal des Radarsensors, dass immer um null Volt schwankt, zu

verstiarken.
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4.1.8. Realisierung der Schaltung

Um die Schaltung zu planen und spéter die Verdrahtung auf einer Lochrasterplatine zu verein-
fachen, wurde zuerst die Schaltung mithilfe der Software EAGLE von CadSoft erstellt. Diese
Software ermoglicht es, aus einem Bauteilkatalog elektronische Komponenten auszusuchen, sie
mittels Drag-and-Drop auf dem Schaltplan zu platzieren und ebenfalls durch Drag-and-Drop Lei-
tungen zwischen den einzelnen Komponenten zu definieren. Den fertigen Schaltplan sieht man

im Anhang in Abbildung[A.T]

Da die Schaltung auf einer Lochrasterplatine geltet werden sollte, war es wichtig, dass die An-
zahl und Komplexitit der Verdrahtungen zwischen den einzelnen Komponenten so klein wie
moglich ist. Zu diesem Zweck wurde ebenfalls EAGLE eingesetzt, um aus dem bereits erstellten
Schaltplan ein Board zu designen. Dazu kann man wieder mit Drag-and-Drop die einzelnen Kom-
ponenten, die nun mit ihrer physischen Groe dargestellt werden, auf der Leiterplatte platzieren.
Dabei ist darauf zu achten, dass Bauteile, die der selben Funktionsgruppe angehdren aneinander
platziert werden, um den Létaufwand so klein wie moglich zu halten. Gleichzeitig muss auch
darauf geachtet werden, dass die Lochrasterplatine nur eine einlagige Platine darstellt. Wenn ei-
ne Leitung iiber einer anderen Leitung gefiihrt wird, muss eine Drahtbriicke erstellt werden, was

einen zusitzlichen Aufwand bedeutet.

Nachdem alle Komponenten platziert sind, konnen mit der Autorouter-Funktion automatisch die
Verbindungen auf der Leiterplatte erstellt werden. Diese Verbindungen kann man noch per Hand
nacharbeiten, um das Design zu optimieren. Das fertige Boarddesign ist im Anhang in Abbildung

zu sehen.

Um den Betrieb des Boards unabhingig von der 5 Volt Spannungsversorgung durch USB zu
ermoglichen, wurde zu dem fertigen Board noch ein Spannungsregler des Typ LM7805 hinzuge-
fiigt (siehe Kapitel 4.1.7). Zudem wurde noch ein Anschluss fiir einen seriellen Bluetoothadapter

hinzugefiigt, um drahtlos Daten zu einem PC oder Handy iibertragen zu kénnen. Uber diesem An-
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schluss kann man auch den Mikrocontroller eines Quadrocopters anschlieen, um den Austausch

von Daten zu ermoglichen. Der fertige Prototyp kann in Abbildung[A.3|gesehen werden.

4.2. Software
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Abbildung 4.7.: Schritte zur Berechnung der Entfernung

Die Software ldsst sich in zwei Elemente teilen, das Hauptprogramm und die DMA-Interrupts.
Im Hauptprogramm werden alle Berechnungen angestellt, wihrend die DMA-Interrupts fiir das
Ubertragen der Daten zwischen den ADCs und dem Hauptprogramm sowie deren Synchronisati-

on zustdndig ist.

4.2.1. Programmablauf

Hauptprogramm Das Hauptprogramm initialisiert zunichst alle Komponenten wie ADC,
DMA, PDB und DAC. Danach fiihrt es die Hauptschleife aus, die nicht mehr verlassen wird. In
der Hauptschleife wird mittels zwei globalen Statuszahlen iiberpriift, ob ein kompletter neuer Da-

tensatz mit 600 Zahlen von beiden ADC-Kanilen verfiigbar ist. Ist dies der Fall, werden nun die
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Fensterfunktionen angewendet und die Fourier-Transformation durchgefiihrt. Dabei werden alle
Berechnungen bis zur Berechnung der Entfernung und Geschwindigkeit doppelt durchgefiihrt, je-
weils fiir die Wert bei steigender und fallender Modulation. So erhalten wir fg; 1 und fg; 52 aus
Kapitel 2.1.3] Danach wird die aktuelle Entfernung und Geschwindigkeit aus den Frequenzen
beider FFTs berechnet. Wenn die Berechnungen abgeschlossen sind, werden die Statuszahlen
wieder auf Null gesetzt. So wird der Interruptroutine mitgeteilt, dass neue Daten geschrieben

werden konnen.

Die Berechnungen sollten so kurz wie moglich sein, das heif3t kiirzer als eine groBe DMA-Periode
von 500 Hz. Somit werden nie neue Daten des Radars verworfen und es kann stets ein konsistentes

Bild der Lage erstellt werden.

Gleichzeitig lduft eine Hardwareclock die gesamte Zeit hoch, mit deren Hilfe zu vorher festge-

legten Zeitpunkten Daten iiber den UART gesendet werden. Dies erfolgt alle 100 ms.

DMA-Interrupt Der DMA-Interrupt wird durch den DMA ausgelost, wenn dieser in der Hilfte
oder am Ende seines Datenarrays angekommen ist. Nach dem Auslosen des Interrupts wird an-
hand der Schreibadresse des DMA iiberpriift, an welcher Stelle der DMA zur Zeit schreibt. Dies
ist entweder in der ersten oder der zweiten Hilfte des Arrays. Danach wird anhand der Statuszah-
len gepriift, ob das Schreiben erlaubt ist oder ob das Hauptprogramm noch in den Berechnungen
fiir Abstand und Geschwindigkeit ist. Falls das Schreiben erlaubt ist, wird der entsprechende In-
halt des Arbeitsspeichers, der gerade nicht vom DMA beschrieben wird, ausgelesen und in den
Arbeitsspeicherbereich des Hauptspeichers kopiert. Danach werden die Statuszahlen erhoht, um

zu signalisieren, dass die Daten verarbeitet werden konnen.

4.2.2. Kombination der Kanale

Der Radarsensor besitzt zwei Ausgangskanile, deren Signale um 90 Grad phasenverschoben sind.

Diese Kanile werden als der Real- und Imaginérteil oder I und Q eines komplexen Signals inter-
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Index 0 1 2 3
Teil real imaginar real imagindr
Komplexe Zahl 0 1
Array a0 al a2 a3 .

Abbildung 4.8.: Die Reihenfolge der komplexen Zahlen im Speicher

pretiert. Durch das komplexe Signal ist es moglich, die Richtung der Bewegungen zu berechnen.
AuBerdem stellt es sicher, dass immer ein Signal an einem der ADCs anliegt, da, wenn ein Signal
im Nullpunkt ist, das andere Signal noch vorhanden ist, da es um 90 Grad phasenverschoben ist.
Nachdem die beiden ADCs die Kanile getrennt eingelesen haben, werden sie durch die Interrupt-
routinen wieder zusammengefiigt. Dabei werden die Daten des ersten Kanals immer an Stellen
im Array mit geraden Index geschrieben, also mit Index 0, 2, 4.., und damit als der Realteil in-
terpretiert. Analog dazu werden die Daten des zweiten Kanals immer an Stellen mit ungeradem

Index geschrieben und damit als der Imaginirteil interpretiert.

4.2.3. Fensterfunktion

Die Werte der Fensterfunktion werden am Anfang vor dem Start der Hauptschleife vorberech-
net. Als Fensterfunktion wird, wegen seiner geringen Anderung des Spektrums, das Von-Hahn-
Fenster benutzt. Das Von-Hahn-Fenster stellt eine verschobene Cosinusfunktion dar und ldsst sich
durch Funktion [4.12]berechnen,

w(n) = =+ {1 — cos (2]\7—_*1”” , (4.12)

mit M als die Anzahl der zu transformierenden Werte und n als die Stelle der Zahl in der Fourier-
Transformation. Bei der Vorberechnung der Fensterwerte wird fiir jede Stelle im FFT ein Faktor

berechnet, mit dem diese Stelle multipliziert wird. Die Werte der Fensterfunktion werden in einem
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Array mit der selben Linge wie die FFT abgelegt. So miissen nur noch die Zahlen mit dem selben

Index multipliziert werden.

4.2.4. FFT

Die Fast Fourier-Transformation wird mithilfe der von ARM bereitgestellten CMSIS-DSP Biblio-
thek berechnet. Diese Bibliothek stellt tiber 60 Funktionen zur Signalverarbeitung bereit, die den
Digital Signal Processing (DSP) Befehlssatz, der in manchen ARM-Cores enthalten ist, ausnutzt,

um effizient digitale Signalverarbeitung durchzufiihren.

Fiir das FFT wird ein Radix-4-Algorithmus benutzt, was die Berechnungszeit gegeniiber einem
Radix-2-Alogrithmus verkiirzt. Als Zahlenformat werden Festkommazahlen mit einem Vorzei-
chenbit und 31 Nachkommabits verwendet. Somit hat jede Zahl ein Wertebereich von -1 bis 1.
Diese stellen das von ARM definierte q31-Format dar. Da dieses Zahlensystem wie bei 32-bit Si-
gned Integer an der ersten Stelle ein Vorzeichenbit und die restlichen Stellen die Zahl darstellen,
kann man eine Int32 Zahl einfach in q31 casten. Rechnerisch stellt dies ein Dividieren der Int32-
Zahl durch 23! dar, womit der Wertebereich von Int32 zwischen -2.147.483.648 bis 2.147.483.647

auf den Bereich von q31 zwischen -1 und 1 abgebildet wird.

Um die FFT zu berechnen, muss zuerst eine struct iiber die arm_cfft_radix4_init_q31 Funktion
mit Informationen fiir die Berechnung der FFT gefiillt werden. Diese struct wird dann mit einem
Pointer auf die Daten in die eigentliche FFT-Funktion arm_cfft_radix4_q31 iibergeben. Dabei ist
das Array, in dem die Daten liegen, doppelt so lang wie die zu berechnende FFT, da die komple-
xen Zahlen immer zwei Plitze im Array belegen. Die FFT-Funktion berechnet die Transformation
in dem Array selber, ohne weiteren Speicher zu belegen. Die liegen damit auch nach dem Ab-
schluss der FFT-Funktion in diesem Array. Die Ergebnisse sind ebenfalls komplexe Zahlen im

q31-Format.
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4.2.5. Magnitudes

Da zur Berechnung der Abstinde nur die Intensitiit der einzelnen Frequenzen gebraucht wird,
miissen die Betrige der komplexen Zahlen berechnet werden. Dies wird durch Formel be-

rechnet.

|z| = Va? + 1?2, (4.13)

mit dem Realteil @ und den Imaginirteil b.

4.2.6. Peaks erkennen

Aus den berechneten Daten der FFT muss nun

2500
die Frequenz berechnet werden, die die hoch-

0 ste Intensitit aufweist. Dies geschieht, indem

¥ 1500 7 durch das Array mit den Betrigen gegangen
8 1000 | wird und nach dem groften Betrag gesucht
500 4 wird. Dabei werden die ersten beiden Wer-

te im Array nicht mit einbezogen, da diese

durch den hohen Anteil von niederfrequenten
Index

Abbildung 4.9.: Der Peak einer Frequenz und das verwa- Schwingungen (unter anderem das modulie-

hene Spekt: ih .
SCAENE Spekirum i fn rende Signal) hohe Peaks enthalten.

Da die meisten Frequenzen nicht genau in eine Arraystelle fallen, ist ihr Spektrum tiber mehre-
re Arraystellen verteilt (siche Abbildung 4.9). Um eine Frequenzaufldsung von besser als einer
Arraystelle zu erreichen, werden die Werte um die Arraystelle selbst mit einbezogen. Die Berech-
nung des genauen Indexes erfolgt nach einem gewichteten Mittelwert. Dabei wird jeder Index um
die Arraystelle < mit der Stirke des Signals an dieser Stelle gewichtet. So konnte unter Laborbe-
dingungen (reines Sinussignal) Frequenzen von bis zu 150 kHz mit einer Genauigkeit von 50 Hz

oder besser bestimmt werden.
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Die Berechnung des genauen Index der Frequenz /¢ ergibt sich aus Formel

S Al % i

1=5—mn

YL Al

Iy = (4.14)

mit dem Index des Peaks s, dem Datenarray A[| und der Berechnungsbreite n. Mit n wird be-
stimmt, wieviele Arraystellen links und rechts des Peaks in die Berechnung einbezogen werden
(siehe Abbildung[4.10). Es hat sich gezeigt das ein n von 1 oder 2 am besten funktioniert, da bei

zu grofBem n wieder Daten mit einbezogen werden, die nicht zu der Frequenz gehoren.

GrolRter Wert

(PiEk)

All 4 34 127 384 146 23 3
Index 0 1 2 3 4 5 6
s—-n S S+n

Abbildung 4.10.: Beispiel fiir die Bestimmung des gerichteten Mittelwertes bei n = 2

4.2.7. Entfernung und Geschwindigkeit

Um die Entfernung und Geschwindigkeit von Objekten zu berechnen, muss zunéchst die Fre-
quenz aus dem Index des Peaks berechnet werden. Dazu muss man den Frequenzunterschied
zwischen zwei benachbarten Arraystellen kennen. Diesen Frequenzunterschied A f kann durch
Formel berechnet werden.

fsample
Af = Jsample 4.15)
f NFFT (

mit fsqmpre als die Samplefrequenz des ADC und Nppy als die Linge des berechneten FFT.
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Die Frequenz des Peaks f,c.. kann nun mithilfe des Index des Peaks I; aus Formel und dem
A f aus Formel @.T5|berechnet werden als Formel

fdiff—lf*Af—[f*% (4.16)

Da alle Berechnungen zwei mal durchgefiihrt wurden, fiir ansteigendes und abfallendes Modula-
tionssignal, hat man nun die zwei Frequenzen fg4;¢1 und fy ¢ . Hierbei entspricht die Frequenz
bei ansteigender Modulation dem fys¢1 und die Frequenz bei fallender Modulation dem fy; 52
auf Kapitel [2.1.3] Somit kénnen mithilfe von Formel [2.10]und Formel 2.11] die Distanz und Ge-

schwindigkeit zu dem Hindernis berechnet werden.

An dieser Stelle kann das Ergebnis direkt an den Flugcontroller des Quadrocopters weitergegeben
werden. Es kann aber auch noch eine Durchschnittsbildung oder dhnliches auf dem Mikrocon-
troller durchgefiihrt werden, um ein stabileres Messergebnis zu liefern und dem Flugcontroller

Rechenarbeit zu ersparen.
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5. Evaluierung

5.1. Uberblick

In der Evaluierung wird zunéchst auf den Stromverbrauch des entwickelten Radarsystems ein-
gegangen. Danach werden die Laufzeiten der verschiednen Funktionen erldutert und abschlie-
Bend werden Messdaten aus verschiedenen Situationen ausgewertet sowie miteinander vergli-

chen.

5.2. Stromverbrauch

Der Strom wurde gemessen, indem ein Multimeter in Amperemetermodus in Serie mit dem Ra-
darsensor geschaltet wurde. Dabei wurde gleichzeitig die Spannung iiber dem Akku gemessen,
die den Sensor versorgte. Dabei ergab sich im kontinuierlichen Betrieb ein Strom von 97,7 mA bei
einer Akkuspannung von 11,9 V. Zusammen ergibt das eine Leistungsaufnahme von 1,16 Watt.
Dies ist signifikant geringer als der in Kapitel vorgestellten Radar mit einem Leistungsver-

brauch von 4,5 Watt.

Der Mikrocontroller und das Radar sind beide an den 5 V des Linearreglers angeschlossen und
verbrauchen 51 mA bzw. 31,5 mA. Damit hat der Mikrocontroller eine Leistungsaufnahme von
0,255 Watt und das Radar eine Leistungsaufnahme von 0,156 Watt. Beide zusammen verbrauchen

somit weniger als die Hélfte der gesamten Leistung. Da der Linearregler tiberschiissige Spannung
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in Wirme umwandelt, verbraucht dieser iiber die Hélfte der gesamten Leistung. Durch ein opti-

miertes Design der Stromversorgung konnte man damit die Leistungsaufnahme halbieren.

5.3. Laufzeitmessung

Die Laufzeit von verschiedenen Funktionen wurde mithilfe eines Timers gemessen, der in Mi-
krosekundentakt hochzéhlt. Dabei wurde der Stand des Timers vor dem Aufrufen der Funktion in
einer Variable gespeichert und nach dem Ende der Funktion die Differenz zwischen dem gespei-
cherten Timerstand und dem aktuellen Timerstand gebildet. Somit erhélt man eine gute Schiit-
zung fiir die Laufzeit der einzelnen Funktionen. In Tabelle sind die jeweiligen minimalen,
maximalen und durchschnittlichen Laufzeiten der einzelnen Funktionen sowie deren prozentua-
ler Anteil an der Gesamtlaufzeit aufgefiihrt. Dabei stehen Eintrdge, die mit I markiert sind, fiir
Funktionsaufrufe mit Daten bei ansteigender Modulation und Eintrage, die mit II markiert sind,
fiir Funktionsaufrufe mit Daten bei abfallender Modulation. Man sieht, dass iiber 90 Prozent der

Tabelle 5.1.: Laufzeit der einzelnen Funktionen

Min[us] | Mittelwert[us] | Max[us] | Anteil[%]

Gesamt 1983 2025,8 2067 100
Peak detection I |35 36 38 1,8
and averaging 1|34 35,3 38 1,7
) ) I | 41 41,1 43 2,0
Windowfunction T 40 0.1 o) 2.0
FFT gesamt 1822 1842.,8 1873 91,0
. ) I |1 1,8 2 0,1
Init-Funktion M1 1 5 0.1
) I | 567 567,9 569 28,0
FFT-Funktion 07 568.0 569 28.0
Magnitude- I | 340 356,4 386 17,6
Funktion II | 325 350,2 374 17,3

Rechenzeit fiir die Berechnung der FFT und der Betrige der komplexen Zahlen gebraucht wird.
Die Laufzeit dieser Funktionen kann nicht mehr wesentlich verkiirzt werden, da diese Funktionen

schon sehr gut fiir die Verwendung mit diesem Prozessor optimiert sind.
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Die Gesamtlaufzeit aller Berechnungen ist mit durchschnittlich 2025 Mikrosekunden gro3er als
eine Periode des modulierenden Dreieckssignals. Somit ist der Prozessor nicht dazu fihig, mit
allen eingehenden Daten Fourier-Transformationen zu berechnen. Vielmehr kann der Prozessor

nur alle 4ms neue Daten berechnen, also mit einer Wiederholrate von 250 Hz.

5.4. Hindernismessung

Zur Evaluation des Radarsystems wurde das
Radarsystem auf einem Stativ befestigt und
in der Quadrocopterhalle getestet. Dabei wur-
de es in verschiedenen Abstinden zu einer
metallischen Oberfliche (Riickwand von zwei

Tischen) und der Oberfliche der Turnmat-

ten platziert. Wihrenddessen wurden von dem
Abbildung 5.1.: Der Versuchsaufbau mit dem Radar Radar mit einer Frequenz von 250 Hz die Fre-
im Vordergrund und den Tischen mit
Metalloberfliche im Hintergrund quenzen bei steigender und fallender Modu-

lation ausgegeben. Diese Frequenzen sind die fg;rs1 und fgiff2, die in Kapitel berechnet

wurden.

5.4.1. Messung Metalloberflache

Um die Fahigkeiten des Radars unter optimalen Bedingungen zu testen, wurde das Radar auf
die Metalloberfliche der Riickwinde zweier Tische gerichtet (sieche Abbildung [5.1). Da Metall
Radarstrahlen sehr gut reflektiert, kann das Radar so unter sehr guten Reflexionsbedingungen
getestet werden. Es wurden jeweils Daten bei einem Abstand von 4 m, 3 m, 2 m und 1 m zur

Metalloberflache erhoben.

Zeitreihe Zur ersten Analyse wurde jeweils von fgfp1 und fyo der Verlauf iiber eine Se-

kunde geplottet. Da mit einer Frequenz von 250 Hz neue Frequenzwerte eintreffen, hat jeder Plot
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genau 250 Werte. Die Messwerte wurden bei einem Abstand von 4 m ermittelt. Wie man in Abbil-
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Abbildung 5.2.: Der zeitliche Verlauf von fg; 71 (oben) und fg; ¢ 2 (unten) bei einer Entfernung von 4 m.

dung@ sieht, unterscheiden sich beide Plots stark voneinander. Wéhrend bei fg; 71 die Frequenz

immer nur sprunghaft und kurz nach unten einbricht, sind bei f4; 2 eher groBe Frequenzspriinge

nach oben festzustellen. Ebenfalls bei fy;7¢, sieht man, dass die Frequenzen nicht wie bei fg;f 1

nahezu auf einer Linie liegen, sondern iiber einen breiteren Bereich verteilt sind. In Abbildung
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Abbildung 5.3.: Der zeitliche Verlauf von fg;7 71 (oben) und fg;f o (unten) bei einer Entfernung von 2 m.

[5.3| wurde die Entfernnung zu der Metallfliche auf 2 m halbiert. Im Vergleich zu Abbildung[5.2]

hat sich die Frequenz der Linie, um die die meisten Werte von fg; ¢ liegen, etwa halbiert. Eben-
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falls sind weniger Spriinge von fg; 1 auf eine tiefere Frequenz zu entdecken, was sich durch ein
starkeres empfangenes Signal durch die verringerte Entfernung erkldren ldsst. Durch das stérkere

Signal werden weniger oft Storungen gemessen.

Im Vergleich zu fg;¢s1 sieht man zwischen Abbildung und Abbildung bei fqirro keinen
qualitativen Unterschied. In beiden Abbildungen édndert sich die Frequenz sprunghaft. Ebenfalls
dndert sich die Frequenz, um die die Werte von fg4¢ro gestreut sind, nicht. Dies bestitigt die
Vermutung, die wihrend der Evaluation aufkam, dass in der Verarbeitung der Daten von fg;y o,

also die Daten bei fallender Modulation, ein Fehler existiert.

Mittelwert der Frequenz Aus den Messreihen der Frequenzen bei verschiedenen Entfernung

werden die Mittelwerte der Frequenzen ermittelt.

Tabelle 5.2.: Die Mittelwerte der Frequenz in Abhéngigkeit von der Entfernung

Entfernung [m] | fairp1 [kHz] | fairp2 [kHz]
1 3,62 4,87
2 5,92 5,40
3 8,41 5,31
4 10,54 5,40
In Tabelle @ sieht man das arithmetische
’ Mittel, also den Mittelwert, der Frequenzen
_ &0 von fqirp1 und fgf¢o in Abhiingigkeit von der
: 5,00 —um | Entfernung zu der Metalloberfliche. Die Mit-

/ fdiff2
4,00

telwerte der Frequenzen von fg; 741 steigen mit

grofer werdender Entfernung stetig an. Dage-

T T T
1 2 3 4

Entfernung [m] gen zeigen die Mittelwerte von fg; s keine

Abbildung 5.4.: Die Mittelwert der Frequenzen von Anderung der Frequenz in Abhingigkeit von
faifs1 und fgirro in Abhingigkeit von
der Entfernung der Entfernung. Es kann daher davon ausge-
gangen werden, dass die Verarbeitung von fg; 2 fehlerhaft ist. Durch diese fehlende zweite Fre-

quenz kann ein Fehler durch die Geschwindigkeit nicht rechnerisch korrigiert werden (vergleiche
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Kapitel [2.1)). Es konnen daher nur die Abstinde zu stationdren Objekten gemessen werden, da

sonst die Dopplerfrequenzen einen Fehler in die gemessene Frequenz von fg; ;1 bringen.

Standardabweichung Die Standardabweichung ist ein MaB fiir die Streuung von Werten
um ihren Erwartungswert (hier Mittelwert). Der Wert der Standardabweichung sagt aus, dass
68,3 Prozent aller Werte im Bereich von plus und minus der Standardabweichung um den Erwar-

tungswert liegen.

Tabelle 5.3.: Die Standardabweichung und der Variationskoeffizient von fg;£1 und fq; r 2 in Abhéngigkeit von der

Entfernung
Entfernung [m] | sd(faiys1) [kHz] | VarK(faizr1) | sd(fairs2) [KHz] | VarK(faiys2)
1 0.325 0.089 2.088 0.429
2 0.599 0.101 2.495 0.462
3 1.143 0.136 1.955 0.368
4 2.440 0.231 2.188 0.405

In Tabelle [5.3] sind die berechneten Standardabweichungen (sd) der Frequenz in Abhingigkeit
von der Entfernung zu sehen. Zusitzlich wurde noch jeweils ein Variationskoeffizient berechnet,
um die Streuung der Frequenzen besser beurteilen zu konnen. Der Variationskoeffizient ist das
Verhiltnis von der Standardabweichung zum Erwartungswert, er ist also eine normierte Standard-

abweichung.
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Abbildung 5.5.: Die Standardabweichung (links) und der Variationskoeffizient (rechts) von fg;r¢1 und fg;rp2 in
Abhingigkeit von der Entfernung

Wie man in Abbildung[5.5]sieht, nimmt sowohl die Standardabweichung als auch der Variations-

koeffizient von f4; ;1 in Abhiingigkeit von der Entfernung zu. Dies bedeutet, dass bei groBerer
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Entfernung die Frequenzen mehr streuen, da weniger Radarstrahlen am Empfinger ankommen.

Ebenfalls zeigt fy; 72 wieder keine Abhingigkeit von der Entfernung.

Entfernungen Um die Genauigkeit der Entfernungsmessung zu berechnen, werden zunichst
die Frequenzdaten von fg; ¢y durch einen einfachen Filter gefiltert und dann ein neuer Mittelwert
gebildet. Dabei werden nur Daten eingesetzt, die innerhalb von + 20 Prozent des in Tabelle
berechneten Mittelwers liegen. Dies stellt einen einfachen Filter dar, der die in Abbildung
und Abbildung [5.3| zu sehenden Frequenzeinbriiche von fy;¢s1 herausfiltern soll. Der Filter
konnte mit wenig Aufwand auf dem Mikrocontroller implementiert werden. Aus den berechneten
Frequenzen wird dann die Entfernung nach Formel 2.5|berechnet und mit der wahren Entfernung

verglichen. Die Werte in Tabelle [5.4] zeigen, dass schon durch eine einfache Filterung der Daten

Tabelle 5.4.: Die Werte nach Filtern der Frequenzwerte von fq; 71 in Abhingigkeit von der Entfernung

Entfernung | Mittelwert i;i:giacﬁln Variations- | Berechnete Verhiltnis berechnete

[m] [kHz] (KHz] g koeffizient | Entfernung [m] | Entfernung zu Entfernung
1 3.606 0.111 0.030 2.164 2.164

2 6.018 0.142 0.023 3.611 1.805

3 8.630 0.299 0.034 5.178 1.726

4 11.413 0.188 0.016 6.848 1.712

die Streuung stark reduziert werden kann. Auflerdem zeigt sie, dass die Formel 2.5 kein gutes
Ergebnis der Entfernung liefert. Vielmehr sieht man, dass anscheinend noch ein konstanter Faktor

in die Formel mit einberechnet werden muss.

5.4.2. Messung Turnmatten

Um die Leistung des Radars unter nicht optimalen Bedingungen zu testen, wurde das Radar auf
eine Wand aus Turnmatten gerichtet und dann die vom Radar ermittelten Frequenzen festgehal-
ten. Da die Oberfliche und der Inhalt der Turnmatten aus verschiedenen Plastikverbindungen

bestehen, reflektiert diese Oberfliche die Radarstrahlen nicht so stark wie eine Metalloberfldche.
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Da, wie oben gezeigt wurde, bei der Verarbeitung der Signale fiir f4; ;s ein Fehler existiert, wurde

im folgenden auf die Auswertung der Frequenzen von fy;s 2 verzichtet.

12,00 fdiffl 2"]

10,00 4+

8,00

6,00 L] | | l l

Frequenz [kHz]

Frequenz [kHz]
®
o
38

4,00 "

Abbildung 5.6.: Die Frequenz von fg; 771 in Abhingigkeit von der Zeit bei einer Entfernung von 2m und 4m

Zeitreihe In Abbildung ist die Frequenz in Abhingigkeit von der Zeit bei einer Entfer-
nung des Radarsensors von 2 m und 4 m aufgetragen. Man sieht, dass bei beiden Entfernungen
starke Frequenzspriinge vorliegen, die sich dhnlich wie f4;7¢1 in Abbildung|[5.2]verhalten. Jedoch
ist auffillig, dass die Stérungen nicht so stark abnehmen, wie bei fq;r71 auf einer Metallfliche

(Vergleich Abbildung[5.2]und Abbildung[5.3).

Mittelwert und Standardabweichung der Frequenz Analog zu der Auswertung in Ka-
pitel m wird auch hier der Mittelwert, die Standardabweichung und der Variationskoeffizient

ermittelt.

In Tabelle @ sieht man, dass die Frequenz von fg4 s stark schwankt, da sie einen hohen Varia-
tionskoeffent bei allen Entfernungen aufweist. Bei 5 Metern scheint das Signal sogar so schlecht
zu sein, dass der Algorithmus zur Peak-Erkennung keinen eindeutigen Peak mehr erkennen kann,

da die Standardabweichung sehr hoch ist.
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Tabelle 5.5.: Mittelwert, Standardabweichung und Variationskoeffizient in Abhéngigkeit von der Entfernung fiir

Jaiff1

Entfernung [m] | Mittelwert [kHz] | Standardabweichung [kHz] | Variationskoeffizient

1 5.58 1.465 0.262

2 8.79 1.969 0.224

3 9.10 3.422 0.375

4 13.54 3.717 0.274

5 9.55 6.427 0.672

5 10:00 é o,;s \/\

S’_ 8,00 ——{diff1 Matte é 02 —=fdiff1 Matte

2 600 fdiff1 Metall E 013 fdiff1 Metall
' ’ Meter [m] ’ ) [ ' intfernung [m? )

Abbildung 5.7.: Vergleich des Mittelwerts (links) und des Variationskoeffizient (rechts) von fg;ry1 bei Metall-
oberfliche und Turnmatte
In Abbildung|5.7|sieht man den Vergleich von Mittelwert und Variationskoeffizient von fg; 71 bei
einer Metalloberfliche und der Oberflache einer Turnmatte. Die Mittelwerte der Frequenz sind
bei der Oberfldche der Turnmatte nicht so linear wie bei der Metalloberflache. Durch die geringe
Riickstrahlung von Radarstrahlen von der Turnmatte werden Storfrequenzen von anderen Gegen-
standen schneller gemessen. Der Variationskoeffizient zeigt, dass die Storungen im Vergleich zu
der Messung mit der Metalloberfliche sehr grof3 sind, auch wenn der Sensor sich nahe an der

Turnmatte befindet.

Entfernung Es werden wie in Kapitel beschrieben die Frequenzen iiber den Mittelwert
gefiltert. Dabei werden die gemessenen Frequenzen bei 5m nicht mit einbezogen, da die Werte

eine zu hohe Streuung aufweisen, um eine Entfernung verldsslich bestimmen zu kénnen.

Hierbei gibt es Probleme bei der Messung der Turnmatte bei 3 Meter. Da die Werte von dieser
Messung ebenfalls stark auseinanderl iegen, fallen nur sehr wenige Werte in den Bereich des Mit-

telwertes um 9,10. Wie in Abbildung @ zu sehen ist, gibt es viele Werte die in den Bereich von
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12 kHz fallen und danach wieder Werte die in den Bereich unter 8 kHz fallen. Zur Auswertung
wird fiir das Signal auf 3 Meter ein Mittelwert der Frequenz von 12 kHz angenommen und damit

die Daten des Filters noch einmal neu berechnet.

Tabelle 5.6.: Der Mittelwert der Frequenzen von fg; 71 und die berechnete Entfernung nach Filtern der Frequenzen

Entfernung [m] | Mittelwert [kHz] | Berechnete Entfernung [m]
1 5.761 3.457
2 9.606 5.763
3 11.76 7.058
4 14.968 8.980

In Tabelle [5.6] sieht man, das nach dem Filtern der Frequenzen der Mittelwert der Frequenzen
konstant ansteigt. Ebenso steigen die aus den Mittelwerten der Frequenzen berechneten Entfer-
nungen an. Jedoch stimmen diese Entfernungen wie schon bei der Metalloberflache in Tabelle
[5.4] nicht mit der tatséchlichen Entfernung iiberein.
20,00

18,00 7 ¥

16,00 -
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> ®N »
1200%
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Abbildung 5.8.: Die Verteilung der Werte von fg; ¢ ¢1 bei einem Abstand von 3m zur Turnmatte

Wie in Abbildung [5.9] zu sehen ist, sind die Frequenzen und die berechneten Entfernungen bei
der Messung mit Turnmatte gegeniiber den Frequenzen und berechneten Entfernungen bei der
Messung mit Metalloberflache nach oben hin verschoben. Da diese Verschiebung einen konstan-
ten offset darstellt, liegt die Vermutung nahe, dass der Radarsensor nicht die Reflexion der Matte
gemessen hat, sondern Reflexionen von Metall oder @hnlichem in der Wand der Halle. Bei zu-

kiinftigen Messungen sollte herausgefunden werden, ob der Radarsensor wirklich die Wand misst
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Abbildung 5.9.: Vergleich zwischen den Mittelwerten der Frequenzen (links) und der berechneten Entfernung
(rechts) nach Filtern der Messwerte

und nicht die Turnmatte. Wire es der Fall, dass das Radar durch eine Turnmatte mit ca. 10cm

Dicke strahlt, wiirde dies eine grofle Einschrinkung fiir das Radar bedeuten. Es wire damit nicht

gewihrleistet, dass das Radar Teile aus Kunststoff erkennen kann, auch wenn diese relativ dick

sind.
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6. Diskussion und Ausblick

6.1. Diskussion der Evaluierung

Die Evaluierung hat gezeigt, dass das entwickelte Radarsystem dazu in der Lage ist, unter guten
Bedingungen einen Abstandswert zu einem Hindernis zu bestimmen. Mit diesem Abstandswert
ist ein Hindernis erkannt. Jedoch konnte der exakte Abstand zum Hindernis nicht korrekt be-
rechnet werden. Um dies zu verbessern, muss entweder ein Wert zur Kalibrierung des Systems
ermittelt werden oder der Fehler, der diese falsche Abstandsinformation erzeugt, gefunden wer-

den.

Ebenfalls in der Evaluierung hat sich gezeigt, dass eventuell ein gutes Radarziel, das hinter ei-
nem schlechten Radarziel steht, das Signal des schlechten Radarziels iiberdeckt. Dies kann dazu
fiihren, dass Hindernisse nicht erkannt werden. Da der Algorithmus zur Bestimmung der Hohe-
punkte in der Fourier-Transformation aktuell nur die Frequenz des hochsten Peaks ermittelt, gibt
es hier noch reichlich Verbesserungsmoglichkeiten. Ein verbesserter Algorithmus sollte mehrere
Peaks gleichzeitig erkennen konnen. Durch ein verbessertes Filtersystem und einer guten Zuord-
nung der Peaks zu ihrer Zugehorigkeit zu verschiedenen Objekten lieBen sich so die Distanzen

zu mehreren Hindernissen gleichzeitig bestimmen.

In der Evaluation hat sich gezeigt, dass die Frequenz fy; 2, die bei fallender Modulation be-

stimmt wird, entweder nicht richtig bestimmt wird oder ein nicht brauchbares Signal liefert. In
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Zukunft sollte dieser Fehler untersucht und behoben werden. Mit Hilfe der Information von fg; 2

ist es dann auch moglich, Geschwindigkeiten zu bestimmen.

6.2. Ausblick

Durch eine professionell gefertigte Platine mit SMD-Komponenten kann die GroBe des gesamten
Sensorsystems noch erheblich verringert werden. Zusitzlich kann durch eine Optimierung der

Spannungsregelung der Stromverbrauch gesenkt werden.

In Zukunft konnte das System durch eine selbststindige Einstellung der Verstirkung verbessert
werden. Durch die Programmable Gain Amplifier (PGA) ist es moglich iiber den Mikrocontroller
die Signalpegel an den ADCs einzustellen. So kann bei schwachen Signalen die Verstirkung

erhoht werden, um damit die Abstinde besser bestimmen zu konnen.

Mithilfe eines Tracking-Algorithmus, der die Bewegung von Objekten durch den Sichtbereich
des Radars verfolgt, konnten genauere Entfernungs- und Geschwindigkeitsinformationen iiber
diese Objekte bestimmt werden. Dieser Algorithmus wiirde die bereits vorhandene Information
von Geschwindigkeit und Distanz miteinander in Verbindung bringen, so dass sie sich gegenseitig

korrigieren.

Durch diese Verbesserungen sollte das System in der Lage sein, Hindernisse zu erkennen. Zudem
wire es moglich, das System fiir andere Zwecke wie zum Beispiel als Altimeter einzusetzen. Hier
konnte es den Abstand von einem Quadrocopter zum Boden ermitteln, wodurch dieser besser

seine Hohe regeln kann.
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Abbildung A.1.: Der Schaltplan des gesamten Sensorboards
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Abbildung A.2.: Das Boarddesign

Abbildung A.3.: Das fertige Sensorboard mit Teensy(1), Bluetoothadapter(2), Stromversorgung(3), Verstirkung des
modulierenden Signals(4), Verstirkung und Filterung des Radarsignals(5) und dem Radarsensor(6)
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