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Abstract:
Network performance management is facing the chal-
lenge of provisioning advanced services with strin-
gent delay and throughput requirements. For this rea-
son, shortage of network capacity implying delay or
loss, so-called bottlenecks, have to be identified and
to be classified. The latter tasks imply the need for
tractable analytical performance models. We identify
the stochastic fluid flow model, which is based on bit
rates and its statistics, as a possible candidate of being
capable of describing qualitative behaviour of bottle-
necks. In this work, we show how total and individual
bit rate statistics at the output of a bottleneck are cal-
culated via the stochastic fluid flow model. From this,
we deduce some general behaviours and classification
criteria for bottlenecks.

1 Introduction

Advanced network services and network applications,
such as Voice-over-IP or e-commerce, challenge IP
network operation and IP traffic engineering consid-
erably. They generate data streams which are increas-
ingly sensitive to specific throughput and delay re-
quirements. If the requirements are not met, the ser-
vices may degrade substantially and might become of
no use.

In packet-oriented networks, the traffic streams con-
tend for finite resources provided by the communica-

tion network. They interfere with each other as well as
with network entities. If the capacity limits of the net-
work entities are too tight, the entities might change
the characteristics of the data streams too rigorously.
The requirements of the application are missed. A ma-
jor task in network performance management is to
eliminate this destructive behaviour. The first step in
this procedure is to identify the limiting capacities,
commonly denoted as bottlenecks. The bottlenecks
have to be characterized in terms of location and band-
width.

Typical network performance management and ca-
pacity planning cycles [8] are based on observing the
network state. The state is typically determined by
passive flow, throughput or load measurements [9].
The observed performance values are usually aver-
ages which are obtained on long time scales. The typ-
ical duration of observation intervals is in the order
of 5 min, e.g. the widely used performance monitor-
ing tool MRTG [12] considers this time as default
value. On the other hand, many of today’s network
performance models for identifying bottlenecks are
either not accurate enough or too complex for daily
use. Bottleneck identification procedures based on ac-
tive measurements, cf. [3] and [10], are of limited use
since they inject a high volume of maintenance traffic.
The additional traffic changes the network load and
may interfere inadequately with regular traffic. An ap-
proach based on passive measurements is to be more
favorable since the network is exposed to minimal ex-
tra load.

Many analytical performance models describe
packet processes and focus on the analysis of packet



delay and packet loss. The transfer of these results
into throughput values, which can be observed from
network management tools, is in general difficult.
As a consequence, many network administrators base
their performance management actions on their expe-
rience rather than on performance models. To facilitate
model-based bottleneck identification, it is necessary
to align measurement-based approaches with tractable
analytical performance models. In particular, an ana-
lytical model should directly address throughput and
load measurements. They should reliably predict the
qualitative behaviour of the network.

Taking these requirements into account, the
stochastic fluid flow model emerges as an interesting
candidate for an analytical performance model for bot-
tleneck identification. The fluid flow model considers
averages of bit rates on small time scales. These aver-
ages can easily be measured, and thus, bit rate statis-
tics for data streams entering and leaving a bottleneck
can be obtained. The fluid flow model helps us to ob-
tain analytical estimates on the impact of network enti-
ties on data streams and their statistics, i.e., efficiently
predict the effects of bottlenecks on data streams.

During the years, the fluid flow model has mostly
been used for performance evaluation, dimensioning
and call admission control purposes, see e.g. [6] for a
recent measurement-based work. The fluid flow model
has even been successfully applied for describing the
output rate process of a buffer [1]. But even though
the source model was quite simple – a number of
homogeneous on-off sources with exponential auto-
correlation were assumed, forming a one-dimensional
Markov process – the formulation of the output pro-
cess became very complicated: the result was a three-
dimensional Markov process.

In this work, we present a much simpler method of
deriving output bit rate statistics for individual traf-
fic flows and their superposition assuming a general
fluid flow model. From the numerical results, which
are obtained from standard stochastic fluid flow anal-
ysis for Markov-Modulated Rate Processes (MMRP)
[2, 7], we analyze how the bottleneck qualitatively
changes the total and individual bit rate statistics of
data streams.

The paper is structured as follows. In Section 2 we
define the meaning of the term bottleneck in this work.
In Section 3 we describe a bottleneck analysis using
the stochastic fluid flow model. Section 4 illustrates

the findings of the previous section with a numerical
example. Section 5 provides a short summary and out-
look to future work.

2 Bottleneck Characteristics

Packet-oriented networks rely on providing resources
on-demand. Due to the stochastic nature of the data
streams, the finite resources of the network entities
passed by these streams may be for some time or in
general not sufficient to accommodate the require-
ments. This view provides directly a definition of the
term bottleneck:

Definition: A bottleneck within a communication
facility is a temporary or permanent lack of capacity
compared to the requirements of information streams
to be handled. A bottleneck alters the characteristics
of an information stream passing through it by
introducing delay and/or loss.

The capacity of networks is in general determined
by the forwarding capacity of switches, the relaying
capacity of routers, or the link capacity which is typ-
ically measured in bits per second (bps). This capac-
ity is not always known beforehand. In practice, it is
strongly influenced by the current configuration, load
conditions or malfunctioning components. In our in-
vestigation we are primarily interested in bottlenecks
with constant capacities and their qualitative impact
on passing data streams. We distinguish between two
types of bottlenecks: a) bottlenecks with small buffers;
these kind of bottlenecks will introduce medium and
limited delay but quite large packet loss, and b) bot-
tlenecks with large buffers; these bottleneck are ex-
pected to cause large packet delays but only few packet
losses.

The next section will outline how these types of
bottlenecks can be modeled and identified with the
stochastic fluid flow model.

3 Bottleneck Analysis Using the
Fluid Flow Model

Being one performance model amongst others, the
fluid flow model — no matter whether is of determin-
istic or stochastic, time-continuous or time-discrete
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Figure 1: Frames during a measurement interval and
corresponding fluid.

nature — has several appealing properties in the con-
text of our study.

The model that has been discussed extensively in
literature, see e.g. [2, 13, 7], models the intensity
of flows of packets or frames rather than their in-
terarrival time and length processes. Each packet or
frame, depending on the layer of modeling, con-
tributes to a stream of fluid particles, which is illus-
trated by Figure 1. Bit rates can be measured in a
simple way using standard network management pro-
tocols like SNMP [5]. Assume ���� to be an octet
counter that is measured at time � ���, which de-
notes the end of interval �. Two examples of such
counters are the SNMP MIB variables ifInOctets
and ifOutOctets that count “the aggregated num-
ber of octets received/transmitted on the interface, in-
cluding framing characters” [11]. Then, the average
flow intensity during interval � is given by ���� �
�����������
� ����� ����� � 8 bit . For an explicit discussion on
such measurements, please see [4].

In a fluid flow bottleneck, disturbances of the
streams are calculated from comparing required rates
with available rates. As long there is enough capacity,
incoming packets pass the bottleneck as if it wasn’t
there at all. Short-term queuing of packets waiting
for their turn to be transmitted is hardly covered. The
model focuses rather on the consequences of tempo-
rary overload situations when the demand for capacity
exceeds the available capacity of the bottleneck, which
is completely in line with the focus of our study.

In the following, we are looking at how bit rate dis-
tributions of data streams are changed when passing
a bottleneck. We do this by investigating the flow of
fluid particles through the buffer over time.

3.1 Basic Assumptions and Definitions

We denote an individual traffic stream by index � and
assume � states � � �� � � � � � � during which the
aggregate input bit rate �� �

�
� �

���
� and the individ-

ual input bit rates �
���
� are constant. The mean state

durations are denoted by ����� and the state probabil-
ities by 	� � ���� � 
�, respectively. The bit rate
statistics for a superposition of independent streams,
for instance at the entrance of a bottleneck, is obtained
from the convolution of the bit rate statistics of the in-
dividual streams.

The set of bottleneck parameters consists of the con-
stant capacity� and the buffer size�. The capacity�
determines the drift � � �� �� of the buffer content
� (� � � � �) in state 
. A state belongs to the set
of overload states ��, if � � �; during such a state,
a buffer fills up at rate � until it gets full, but is never
empty. A state with � � � belongs to the set of under-
load states ��; during such a state, the buffer content
sinks at rate ��� until the buffer is empty. Finally, a
state with � � � belongs to the set of equilibrium
states ��; during such a state, the buffer content re-
mains unchanged. The set of all states is denoted as
� � �� � �� � ��.

In general, buffers in bottlenecks are of finite size.
Consequently, traffic streams passing them may ex-
perience delay and loss. Loss is avoided in infi-
nite/unlimited buffers, while delay is maximized. The
queue is stable as long as the average load does not
reach 100 %. All the traffic entering the bottleneck
will leave. The temporal characteristics of the traffic
flows are changed due to queuing. Turning to very
small buffers, used for packet synchronization but un-
able to cope with overload situation, we observe max-
imum loss and minimal delay.

In the fluid flow model, such buffers are modeled by
setting the buffer size to zero. In this so-called buffer-
less case, the characteristics of the traffic passing the
bottleneck are altered by loss rather than by delay. As
the impact of a bottleneck with finite buffer on traffic
streams is to be found somewhere in-between the im-
pacts of infinite and zero buffer, we focus our study
on these extreme cases and leave finite buffer sizes for
further study.

The bottleneck is saturated in case of capacity
shortage that appears during or after situations of over-
load. In this case, the aggregate output bit rate �����



is delimited by �, and thus, the throughput character-
istics of the individual streams are changed. We as-
sume that both buffer and outlet may be used by the
participating streams in a fair-share manner, which is
reflected by the factor � ���� � �

���
� ��� in the individ-

ual output bit rate ��������� � �
���
� �. We denote ��

as the joint probability that the bottleneck is saturated
and the fluid leaving the buffer originates from state 
.

In the non-saturated case, the bottleneck is more or
less invisible to the traffic streams. Its buffer is empty,
and both, aggregate and individual, bit rates are un-
changed, i.e. ������ � ����. We denote �� as the joint
probability that the bottleneck is not saturated and the
fluid leaving the buffer originates from state 
.

The probabilities �� and �� with

�
���

�� 	 �� � � (1)

are the key for calculating the output bit rate statistics
of �� and ������, respectively. Their calculation will
be discussed in the next sections.

3.2 Infinite Buffer

Let the joint buffer content distribution be denoted by
�� ���, ����� � ���� � � � � � 
� and its comple-
ment by �����, ����� � ���� � � � � � 
�. De-
pending on the source model, these values can be ob-
tained by standard fluid flow analysis, see [2, 13, 7].
Of special interest in our context are the probabilities
that the buffer is empty in state 
, �����, and its com-
plement ����� � 	� � �����.

We now introduce some notation used in the sequel,
see Figures 2 to 4. Let state 
 begin at time �� and at
buffer level �� with the first fluid particle arriving to
the buffer. This particle leaves the buffer at time ���,
i.e. experiences a delay � �� . At time ��� � �� 	 ��,
state 
 ends at a buffer level ��� . The last particle from
state 
 leaves the buffer at ���� , i.e. with a delay of � ��� .
Fluid particles from state 
 that have been entering
the buffer during �� need �� � ���� � ��� to escape
from the buffer. The latter time interval may consist
of two sub-intervals: The time interval � �� covers the
time during which fluid originating from state 
 flows
through the outlet while the buffer is non-empty,
whereas the time interval � 	� addresses the case when
the buffer is empty.

Figure 2: Buffer behaviour in overload state.

Overload states. Figure 2 shows how the buffer con-
tent changes over time during a typical overload state.
The buffer content rises (��� � ��) because of � � �.
Particles originating from state 
 pass the outlet dur-
ing the time �� � ��� � ��. From Figure 2, we see that
��� � �
�� � ��. This leads to

��� �
��
�
�� � (2)

which is valid independently of ��. During this time,
the bottleneck is saturated. We now proceed by taking
average over time, which leads to

����� � �
��
�
����� � (3)

Due to ����� � �, there is no chance that the in-
put stream gets to the output right away (��� 	� � � �).
As state 
 appears with probability 	�, the probabili-
ties that the bottleneck is saturated/non-saturated from
fluid injected in state 
 are obtained as:

�� �
��
�
	� 	
 
 �� (4)

�� � � 	
 
 �� (5)

Underload states. Figure 3 illustrates how the buffer
content changes over time during a typical underload
state. We obtain:

��� �
��
�


�� (6)

�	� � �� � 
�� (7)



Figure 3: Buffer behaviour in underload state.

Figure 4: Buffer behaviour in equilibrium state.

Substituting and taking expectations leads to:

����� � �
��
�

������ � 	���
�
� �� (8)

���	� � � ���������
�
� �����

�
� � (9)

The probabilities of interest are obtained as:

�� �
��
�
����� 	
 
 �� (10)

�� � ����� 	
 
 �� (11)

Equilibrium states. In a state 
 with an input rate
matching the capacity, the buffer content remains un-
changed (��� � ��), see Figure 4. We see right away
that ���� � ��� � ��� � �� � ��. Taking expectations and
going over to probabilities, we have to distinguish two
cases depending on the initial buffer content ��:

�� � ����� 	
 
 �� (12)

�� � ����� 	
 
 �� (13)

3.3 Bufferless Case

The derivation of the probabilities �� and �� gets
much simpler in the bufferless case, as there is no
chance of transferring any fluid into the domain of an
adjacent state (�� � ��� � �).

Overload states. The capacity of the bottleneck is
shared by all participating streams:

�� � 	� 	
 
 �� (14)

�� � � 	
 
 �� (15)

Underload and equilibrium states. There is enough
capacity for all streams so that the input rates appear
unchanged at the output:

�� � � 	
 
 �� � �� (16)

�� � 	� 	
 
 �� � �� (17)

3.4 Bit Rate Statistics

Now that the joint probabilities �� and �� have been
obtained, the bit rate statistics at the output of the
buffer can readily be calculated.

Aggregated output bit rate statistics. The bit rate
statistics for the aggregate output bit rate is composed
by summing up all joint probabilities for a specific rate
�:

����� � �� �
�

�������� ����

�� 	
�

���� ���

�� (18)

Individual output bit rate statistics. These statistics
that actually may differ for each stream � are com-
posed in the same way as above:

��
�
������ � �

�
�

�

�������� ���
���
�

��	
�

���� ��
���
� �

��

(19)

4 Numerical Example

Up to now, we assumed a generic stochastic fluid
flow model from which we can derive the probabilities
����� and ����� for each state 
, respectively. In or-
der to obtain numerical results, however, we restrict to
the well-established time-continuous stochastic fluid



�����

� ��
� � � �� Mbps � � � Mbps � � � Mbps � � � Mbps

� � � � �� � � � � �� � � � � ��

1 Mbps ���	e-2 ���	e-2 ���	e-2 ���	e-2 ���	e-2 ���	e-2 ���
e-2
2 Mbps ����e-1 ����e-1 ����e-1 ����e-1 ����e-1 ����e-1 ���
e-1
3 Mbps 
��
e-1 
��
e-1 
��
e-1 
��
e-1 
��
e-1 
��
e-1 
��
e-1
4 Mbps 
���e-1 
���e-1 
���e-1 
���e-1 
���e-1 
���e-1 
���e-1
5 Mbps ����e-1 ����e-1 ����e-1 ����e-1 ����e-1 
�
�e-1 
��	e-1
6 Mbps ����e-2 ����e-2 ����e-2 ����e-2 ����e-2 — —
7 Mbps ���
e-2 ���
e-2 ���
e-2 ����e-2 
�
�e-2 — —
8 Mbps 	���e-3 	���e-3 	���e-3 — — — —
9 Mbps 	���e-4 ����e-4 ��	�e-4 — — — —

10 Mbps 
���e-5 — — — — — —
11 Mbps ����e-7 — — — — — —

Table 1: Aggregate output bit rate distributions, bufferless (� � �) and infinite buffer (� ��) case.

flow model with exponential autocorrelation. We ap-
ply spectral analysis [2, 13] with a special treatment
of the indifferent states [7].

4.1 Description

We model the aggregate behavior of a couple of bursty
sources as a time-continuous Markov-Modulated Rate
Process (MMRP) with � states with aggregate rates ��
and individual contributions � ���� as well as transition
rates ����� .

We assume the following scenario. A bottleneck
of � Mbps is shared by constant and variable bit
rate traffic. As input to the bottleneck, we have one
constant bit rate source with ����  � Mbps and
ten variable bit rate sources of exponential on-/off
type, each with peak rate ��� � � Mbps and transi-
tion rates ������ � �������, which implies a bit
rate distribution of ��

�
��	� � � Mbps

�
� ��� and

��
�
��	� � � Mbps

�
� ���, respectively.

4.2 Aggregate Output Bit Rate Distribu-
tion

Table 1 compares aggregate output bit rate distri-
butions for bottlenecks with different capacities and
buffer sizes. The value of � � �� Mbps implies that
there is enough capacity at all times. No bottleneck is
visible in the fluid flow model, and hence, the bit rate
distribution at the output matches the one at the input.

For � � �� Mbps, the aggregate output bit rate
distributions are cut at �� � �. The lower the bot-
tleneck capacity � (i.e. the worse the bottleneck) and
the larger the buffer, the larger the deviation between
input and output bit rate distributions, and the larger
the peak in the distribution at �� � �. Furthermore,
we observe that the probabilities of aggregate bit rates
� � �� � �� �� � � � Mbps) are smaller than their
counterparts at the input, which makes the peak at the
capacity even better visible.

Consequently, one may assume that bottlenecks
might be found from comparisons of the bit rate statis-
tics of the aggregate output stream with the convo-
lution of the bit rate statistics of (uncorrelated) input
traffic streams especially if the bottleneck is equipped
with a buffer of significant size.

4.3 Individual Output Bit Rate Distribu-
tions

Figure 5(a) compares the individual bit rate statis-
tics of the constant bit rate stream with those of one
variable bit rate stream. They show input and out-
put bit rate statistics of a bufferless bottleneck with
� �  Mbps, i.e. a load of 70 %. In the individual
output bit rate statistics, speeds lower than the orig-
inal 1 Mbps appear at the output of the bottleneck.
These “slow-downs” origin from the overload states
(�� � �) in which the capacity is shared between the
competing streams. Interestingly, the output statistics
of constant and variable bit rate streams are very sim-
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Figure 5: Rate distributions at output for individual streams

ilar.
Figure 5(b) depicts the corresponding individual

output bit rate statistics for a system with infinite
buffer. As in the bufferless case, we see “slow-downs”
stemming from the overload states. As opposite to the
bufferless case, even “speed-ups” (bit rates exceed-
ing the original peak bit rates at the input) appear.
These have their origins in situations when the bot-
tleneck is saturated in underload states. In this case, a
stream may be served at a speed that even can reach
bottleneck speed if it is the only stream in progress,
cf. the maximal bit rate of ���� � � �  Mbps in
Figure 5(b). Such “speed-ups” are typical for buffered
bottlenecks. Again, the shapes of the distributions are
the same for constant and variable bit rate traffic.
In other words, the constant bit rate stream inherits
the characteristics introduced by the variable bit rate
streams.

Last but not least, it is worth mentioning that the in-
dividual bit rate statistics can be used in an end-to-end
manner to reveal the overall bottleneck performance
of a network path between two end nodes.

5 Conclusions and Open Issues

Motivated by the need for a simple and tractable queu-
ing model in the context of network performance man-
agement, we have applied the stochastic fluid flow
model for bottleneck identification and classification.
We were able to identify qualitative criteria for bottle-
necks with respect to capacity and buffer size based

on comparisons of input and output bit rate statistics.
This has been shown both for aggregate and individual
traffic streams.

While the total bit rate statistics is basically shaped
by the capacity of the bottleneck, the individual bit rate
statistics at the output of the bottleneck reveal the in-
teraction of traffic streams with different characteris-
tics when passing the bottleneck. For instance, the bit
rate pattern of streams with variable bit rate that are
causing overload in the bottleneck is also visible in
the pattern of streams with constant bit rate sharing
the same resource. Moreover, the individual output bit
rate distributions in particular contain clear indications
about whether the bottleneck is equipped with signifi-
cant buffering capabilities or not.

Further work will include finite buffers as well as
simulations to validate our analytical results and to im-
itate real traffic conditions. Another important piece of
future work will cover measurements of bit rate statis-
tics and bottleneck identification and classification in
real environments based on the qualitative results ob-
tained in this paper.
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