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1 Introduction

Computer systems are becoming more and more powerful and capable of as-
sisting or replacing human labor force in many areas of everyday life. Today’s
state of the art systems are able to control industrial plants, drive vehicles, or
process enormous amounts of data as shown by companies like Google or Face-
book. The capabilities of these systems are continuously improving with new
developments in the hardware sector, with chipsets getting smaller and faster, or
by further improvements on the software side like deep learning. This progress
fosters applications that have not been possible a few year ago, e.g., the virtual
assistants on smart devices or real-time translations of voice chats.

However, there are still tasks even the most advanced computer systems are
not able to solve e�ciently, yet, even if the tasks are easily solved by humans.
This includes tasks like categorization or annotation of image and summariza-
tion of texts. The same applies to any task that includes subjective or emotional
ratings, like assessing the appeal of images, music, or a scenery. In traditional
forms of work organization, full-time employees are hired to complete tasks
that cannot be automated. However, this is usually not cost-e�ective for sim-
ples tasks like the ones just mentioned.

One possibility to solve such tasks e�ectively is using crowdsourcing. The
term crowdsourcing was created by Je�Howe in 2006, who de�ned crowdsourc-
ing as [. . . ] the act of taking a job traditionally performed by a designated agent
(usually an employee) and outsourcing it to an unde�ned, generally large group of
people in the form of an open call [35]. Compared to traditional forms of work
organization, crowdsourcing work does not require a long-term relationship be-
tween the employer o�ering the task and the employee or worker completing
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1 Introduction

the tasks. Further, a task is usually not assigned to a dedicated worker, but the
workers choose freely which task to work on.

Still the question remains, how to e�ciently form the required crowd for the
crowdsourcing approach. Here, the increasing availability of Internet access via
computers and smart devices can be of help. Today, the Internet connects people
all over the globe, who form a potentially huge and highly available workforce.
New web-bases services emerged, so called crowdsourcing platforms, that try
to make this work-force accessible.

Already today, commercial crowdsourcing platforms need to cope with tech-
nical challenges. The user base often consists of hundreds of thousands users
that complete millions of tasks. This results in large amounts of data that need
to highly available all over the globe, due to the distributed user base. Addition-
ally, more and more services emerge that use crowdsourcing for real-time, or
almost real-time data processing, e.g., for content �ltering in web applications.
The technical requirements on the infrastructure of the platforms will increase
even further in the future, due to the constant growth of the platforms and the
tighter coupling of machine clouds and crowdsourcing platforms.

Services using a combination of crowdsourcing and machine clouds can ben-
e�t from the strengths of both approaches. Machine clouds o�er a cost e�ective
way to process large amounts of data, if the processing can be done algorithmi-
cally. On the other side, crowdsourcing o�ers easy access to a humanworkforce,
which can process data points that cannot be handled by the machine cloud. A
typical example for such a combined human-machine application is text digi-
talization. In an initial step, a digital image of a text is processed using optical
character recognition. The result is then re�ned and proof-read by human edi-
tors to increase the accuracy of the digitalized text. Services combining machine
clouds and crowdsourcing are often used for data processing tasks that require
high accurate results. While the accuracy of software solutions can often be
easily assessed, assessing the accuracy of crowdsourcing results is challenging.
This is mainly caused by the fact that the quality of crowdsourcing results can
vary signi�cantly due to the human contributors. Di�erent methods have been

2



1.1 Scienti�c Contribution

proposed to increase the quality of crowdsourcing results, e.g., posting redun-
dant tasks and aggregating the workers’ results. However, the set of applicable
methods highly depends on the speci�c crowdsourcing use case.

This monograph tackles the challenges of current crowdsourcing systems in
the following way. Our �rst goal it to gain an understanding of existing crowd-
sourcing systems. This knowledge is then used to develop analytical models for
dimensioning crowdsourcing platform infrastructure and to model the behav-
ior of the platform users. The second goal is to optimize existing crowdsourcing
work�ows and systems, where we especially focus on assessing and increasing
the quality of task results. To this end we analytically evaluate existing meth-
ods and also propose novel mechanisms. The last goal of this monograph is to
illustrate the bene�ts and challenges of crowdsourcing for research using two
complementary use cases.We illustrate these use cases with results from numer-
ous crowdsourcing studies and derive general best practices that can be applied
to a wide range of crowdsourcing tasks. A detailed summary of the scienti�c
contribution of this monograph is given in the following.

1.1 Scientific Contribution

Figure 1.1 visualises the studies carried out during this thesis and categorizes
them according to the utilized methodology depicted on the x-axis and the fo-
cus shown on the y-axis. The methodologies include measurements, user stud-
ies, mathematical analyses, simulations, and the design of new use-cases and
mechanisms. The focus of the studies can be distinguished in Quality of Ex-
perience (QoE) and Quality of Service (QoS), Online Social Networks (OSNs)
and crowdsourcing. This monograph focuses on the contributions in the �eld
of crowdsourcing, the publications used in this monograph are marked with the
notion x

(y), which indicates that the publication x is discussed in Chapter y.
The �rst major contribution is the development of generalizable models for

the growth of crowdsourcing platforms and the activity of platform users. The
users of a crowdsourcing platform and the underlying infrastructure are cou-

3
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Figure 1.1: Cartography of Contributions

pled more tightly than in most other network-based services as the users are an
integral part of the system. Therefore, an appropriate dimensioning of the tech-
nical infrastructure as well as the human workforce is crucial for a successful
operation of a crowdsourcing system. To achieve this, a good understanding of
the system and the involved actors is required and models need to be developed
that enable the analysis of di�erent possible system con�gurations. To this end,
we review existing commercial platforms and develop a simple classi�cation
scheme for crowdsourcing tasks based on their complexity that can be widely
applied. Additionally, we also develop a classi�cation scheme for crowdsourcing
platforms. Both classi�cation schemes allow a generalization from speci�c tasks
and platforms to task and platform categories with common attributes which is
crucial for modeling those complex systems. Further, we provide insights into
a commercial crowdsourcing platform to retrieve information about the geo-
graphical distribution of the users and how the platform is used by the di�erent
types submitting work to the platform and completing work on the platform.
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1.2 Outline

The second contribution concerns the optimization of quality assurance
mechanisms for crowdsourcing. Quality assurance is one of the main factors
for the successful application of crowdsourcing and crucial due to the varying
result quality form the anonymous workers. We demonstrate that the work-
ers’ interactions with the task interface can be used as an indicator of the qual-
ity of the workers’ results. In contrast to existing methods using gold standard
data, this approach does not impose additional workload to the workers and
thus helps to reduce task costs. As a main contribution, we introduce analytical
models for assurance mechanisms that can help to assess the suitability of the
mechanisms for a wide range of tasks. Both, the costs and the resulting quality
are taken into account.

The third contribution comprises best practices for using crowdsourcing for
network measurement and subjective studies. In a �rst step, we review exist-
ing research methodologies for both �elds and identify weaknesses that can be
overcome with crowdsourcing. Using the example of representative use cases,
we show that methodologies and test setups used in laboratory settings cannot
be applied directly to the crowdsourcing environment. To overcome this, we de-
velop guidelines, like the two-stage design for the recruiting process of test par-
ticipants, for crowdsourced studies and show their feasibility. The requirements
of crowdsourced network measurements and crowdsourced subjective studies
are also representative for a large number of crowdsourcing tasks, which makes
the developed best practices applicable for a wide rage of tasks.

1.2 Outline

The reminder of this monograph is structured as follows. Chapter 2 gives an
general introduction in the �eld of crowdsourcing and presents a categorization
approach for both, crowdsourcing tasks and crowdsourcing platforms. Further,
it discusses technical challenges for crowdsourcing platforms and conceptual
challenges of the crowdsourcing paradigm.

5
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Chapter 3 aims at gaining a better understanding of crowdsourcing platforms
and their users. To this end, we �rst analyse the users of a commercial crowd-
sourcing platform with respect to their socio-economic background. Thereafter,
we have a closer look on how they use the platform. Based on the results from
the data analysis we evaluate di�erent growth models and assess their suitabil-
ity for predicting the future development of the platform’s user base. Finally, we
develop a �uid model to describe the activity of users on a platform.

In Chapter 4, we evaluate and optimize methods to increase the quality of
results obtained from crowdsourcing. We �rst detail on an approach to assess
the quality of an individual worker. For that, we monitor the interactions of
the worker with the task interface and predict the quality of the task results
based on the coherence of the monitoring data with an expected interaction
pattern. Second, we introduce cost and accuracy models for quality assurance
mechanisms that are based on the aggregation of multiple submissions from
di�erent workers. Here, we show that both considered mechanism result in the
same quality of results but at considerably di�erent costs.

Chapter 5 presents best practices for crowdsourcing studies using two dif-
ferent use cases, crowdsourcing based network measurements and subjective
studies for evaluating video quality. Both use cases illustrate orthogonal appli-
cations. Most network measurements can be realized as automated tests that
run on workers devices and do not require a lot of interactions with the workers
themselves. The results are mainly observations of objective technical parame-
ters. In contrast, users studies aim explicitly collecting subjective feedback from
the workers, which can di�er signi�cantly depending on individual preferences.
For both �elds, we show the bene�ts of performing additional crowdsourcing-
based tests, was well as the limitations of such tests. Additionally, common
pitfalls are illustrated and methods and techniques are presented on how to
overcome those.

Chapter 6 summarizes the presented results and achievements of
this monograph.
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2 Crowdsourcing Platforms:

Background and Challenges

The Internet has changed the way people communicate and interact with each
other like almost no other invention before. With the raise of new communica-
tion services like Skype, Voice over IP, or other messenger solutions it is easily
possible to connect with people all over the world almost instantly and at ex-
treme low costs. In conjunction with the increasing number of mobile devices,
the world becomes globally connected. As a consequence of this tight connec-
tion, it becomes increasingly easy for people to discuss, exchange ideas, and
collaborate on a national or international scale. This in turn can result in large
scale community projects like Wikipedia or new service platforms like Online
Social Networks (OSNs).

However, these new communication possibilities also change the way work
places look like and how work is organized. Modern communication systems
allow engineers to maintain industry plants on other continents, surgeons can
treat people hundreds of kilometers away, and �exible home o�ce solutions
became part of everyday life in small to large enterprise. Additionally to bringing
traditional work “online” the Internet also fosters the development of new forms
of work organization, like global freelancer market places or crowdsourcing.

The Internet can be considered as the key driver for crowdsourcing as a new
form of work organization that di�ers signi�cantly from traditional “o�-line”
forms of work organization. Since crowdsourcing is becoming more and more
popular, numerous commercial applications recently evolved. While all of them
follow a basic common scheme, the platform types can be distinguished by the
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2 Crowdsourcing Platforms: Background and Challenges

type of work they focus on and their customers. Crowdsourcing platforms to-
day already accumulate hundred thousands of people, making them possible
future Internet tra�c hot-spots similar to OSNs today. This and the tightening
of the interconnection of crowdsourcing platforms and machine clouds might
also imposes new challenges on the Internet infrastructure in the future.

Considering this, the remainder of this chapter is structured as follows. First,
we give a general introduction into crowdsourcing in Section 2.1. This section
shows how crowdsourcing �ts into the evolution of work organization and in-
troduces classi�cation schemes for both, o�ered work and commercial crowd-
sourcing platforms. Section 2.2 discusses the challenges arising from crowd-
sourcing platforms for the Internet infrastructure and the challenges arising
from the connection of crowdsourcing platforms with cloud services. Finally,
Section 2.3 gives an overview of current challenges of crowdsourcing platforms.
The content of this chapter is mainly taken from [4–6, 27, 29].

2.1 Crowdsourcing and the Granularity of Work

Crowdsourcing can be viewed as a further development of the traditional out-
sourcing principle, by reducing the administrative overhead and the size of the
outsourced task. In the �rst part of this section, we therefore show how the or-
ganization of work and the granularity of work evolved. Thereafter, we detail on
the basic principle how crowdsourcing is currently realized and present catego-
rization approaches for both, Crowdsourced work and crowdsourcing services.

2.1.1 Evolution of Work Organization

The way work was organized and granularity of the work units has signi�cantly
changed during the 10 to 15 years, leading to new concepts like crowdsourcing.
This evolution is illustrated in Figure 2.1.

The largest work package we consider is a project, e.g. a web application. In
traditional forms of work organization, the employer delegates a project to a

8
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Outtasking 
platform

Project Fulltime 
employee
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Employer Mediator
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Interaction through platform

No interaction

Direct interaction 
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Figure 2.1: Evolution of work organization and granularity of work [6].
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2 Crowdsourcing Platforms: Background and Challenges

designated employee or a group of employees. The employee or group of em-
ployees completes the whole project in a given amount of time, which can be
anything between a few weeks up to several years. In this case, the employer
and employees have usually a long term contract and the employee receives a
prede�ned remuneration.

To speed up this process or due to the lack of expertise of the available com-
pany employees, parts of the project, so called sub-projects might be completed
by an external company. Considering the web application example, sub projects
might be the front- and the backend of the application. In this case, the employer
chooses directly which �rm should accomplish the project and negotiates with
this �rm the terms of the contract.

The next smaller granularity is a task. This can be viewed as a small part of
the project where no knowledge about the whole project is required, like the
design of the landing page of the web application. In contrast to tasks, subtasks
can be accomplished by individuals, e.g., freelancers. In order to access the free-
lancers, the employer uses an out-tasking platform. On out-tasking platforms,
freelancers can upload a personal pro�le including references, skills and salary
expectations. An employer chooses a freelancer according to his demands. In
contrast to outsourcing a project or a task, the employer does not directly com-
municate with the freelancer nor pays him directly. The out-tasking platform
acts as a mediator between them and provides the required infrastructure as
paid service.

The �nest granularity of work is the microtask. In our web application ex-
ample this could be, e.g, the creation of a logo for the web page. A microtask
can be accomplished within a few minutes to a few hour and thus does not
need a long term employment. Further, it is irrelevant for the employer who ac-
complishes the task and usually the task has to be repeated several times. The
repetitive tasks are combined in a campaign, which the employer submits to the
crowdsourcing platform. Similar to the out-tasking platform, the crowdsourcing
platform acts as a mediator between the employer and the anonymous work-
ers. However, the workforce in the crowdsourcing approach is not a designated

10



2.1 Crowdsourcing and the Granularity of Work

worker but a human cloud which is completely abstracted from the employer
thought the platform. In the following we describe the technical functionality of
these platforms. Concrete examples of currently available commercial providers
for di�erent types of tasks are given in Section 2.1.3.

2.1.2 The Crowdsourcing Scheme

A common crowdsourcing environment involves three di�erent types of actors:
Employers, workers, and (platform) providers. Employers and workers are sub-
sumed under the term users. The employers are crowdsourcing users who o�er
new tasks and seek other crowdsourcing users to complete the o�ered work.
Crowdsourcing workers are users who are working on tasks and submit results
or proofs that they have completed the task. Unlike to traditional forms of work
organization, an employer does not selectively choose a worker for a certain
task, but o�ers the task to a large crowd of workers who can freely choose to
work on this task or not. The Crowdsourcing (platform) provider provides and
maintains the required technical infrastructure for this process. In the remain-
der of this monograph, we use the terms microtask and task in the context of
crowdsourcing equivalently.

A typical work�ow on a commercial crowdsourcing platform comprises the
following steps illustrated in Figure 2.2.

1) In a �rst step, the employer submits a campaign to the crowdsourcing
platform. A campaign is an entity aggregating similar tasks. It includes a
description of the task, which task result the workers have to submit back
to the platform, respectively how the workers have to proof a completed
task, the reward per task, and how many tasks are needed.

2) A list of available tasks is provided to the workers and the worker can
freely choose which task to work on.

3) After task completion, the worker submits the task result or proof spec-
i�ed by the employer in the task description to the platform.
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Figure 2.2: Crowdsourcing work�ow.

4) The submitted task proofs or results might optionally be pre-processed
by the platform and then forwarded to the employer.

5) The employer reviews the submitted results and checks their validity. If a
task result is approved by the employer, a compensation is granted to the
workers. If a task is not valid, the result is discarded and resubmitted to
the crowd. In this case theworker is not rewarded inmost cases. The com-
pensation for a task can either be monetary - which is the case in most
commercial solutions - or can be non-monetary. Hereby, non-monetary
rewards might include public acknowledgements of the contributors, ac-
cess to collected data, or virtual currencies.

2.1.3 Categorization of Crowdsourcing Tasks

The crowdsourcing scheme can be applied to a multitude of di�erent problems
and the resulting crowdsourcing tasks can be categorized according to di�erent
and �ne granular taxonomies [36, 37]. However, we propose on a more general
categorization of tasks and use following three di�erent types of task categories:
(1) Routine Tasks, (2) Complex Tasks, and (3) Creative Tasks. A similar categoriza-
tion was also proposed at the same time by Schenk et al. [38].

Routine tasks are tasks which can be completed with just a few clicks and
do not require prior knowledge about the task, a special skill set, or dedicated
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hardware. Common examples are tagging or classi�cation of images or texts, or
the extraction of data from web pages or scanned documents. Besides this, a lot
of search engine optimization tasks belong to this category, like the creation of
back links or the distribution of content via social media platforms like Face-
book or Twitter. An example on how to enable cost optimal quality control for
routine tasks is discussed later in Section 4.2. Section 5.1 discusses, how routine
tasks can be used to improve current network measurement techniques. Well
known mediators for routine tasks are Amazon Mechanical Turk (MTurk) [39]
or Microworkers [40].

The second category of tasks, so called complex tasks, comprises of tasks like
content generation, writing of forum and blog posts, content commenting, writ-
ing of product reviews, and the participation in surveys. Also tasks including
testing of web applications, web services, and software in order to detect bugs
or for improving the application’s design, usability, and QoE can be subsumed
in this category. In contrast to routine tasks, this set of task requires a limited set
of skills and also prior experience related to the task. A content generation task,
e.g., requires writing skills and also background knowledge of the topic. These
prerequisites can usually not be learned during the execution of the task itself.
Further tasks that require special devices belong to this category, like mobile
crowdsourcing tasks provided by Streetsptr [41]. Examples for complex tasks
and best practices for improving their results are further discussed in Section 5.2.

Creative Tasks, refer to di�cult and challenging tasks like software and web
development, solving of complex problems or research challenges, the genera-
tion of new ideas, or design related tasks. These tasks require high trained skills
or a high education level. One example for crowdsourcing platforms focusing on
this type of tasks is Innocentive [42]. Innocentive o�ers companies the possibil-
ity to publish challenges related to production processes or research questions,
which cannot be solved internally either due to the lack of expertise or miss-
ing manpower. External experts can answer to the posted challenges with the
submission of possible solutions, which are reviewed by the posting company.
The submitter of the approved solution is then rewarded. Another well known
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Table 2.1: Microtask categories

Routine Task Complex Task Creative Task

Worker prerequi-
sites

None Basic skills, special-
ized hardware

High skills, high ed-
ucation level

Exemplary tasks Basic categoriza-
tion tasks, basic
SEO tasks

Content creation,
mobile crowdsourc-
ing tasks

Research and de-
velopment, design
tasks

Exemplary platform
providers

MTurk, Microwork-
ers

Cloudfactory,
Streetsptr

Innocentive,
99designs

example is 99designs [43] where a crowd of design a�ne users develops and
realizes designs for multiple purposes, e.g., web pages, logos, and print media.

The main characteristics of routine tasks, complex tasks, and creative
tasks, as well as exemplary platforms supporting these types of tasks are
summarized in Table 2.1.

2.1.4 Categorization of Crowdsourcing Platform Types

One possibility to categorize crowdsourcing platforms is based on the type of
tasks - routine, complex or creative - they are focusing on. However, platforms
often o�er a multitude of di�erent task types, which makes this approach un-
feasible. Therefore, we introduce a more general categorization based on how
much a platform abstracts the crowd from the employer. Hereby, we di�erentiate
between mediator crowdsourcing platforms, specialized crowdsourcing platforms,
and platforms focusing on crowd provision, which di�er among each other in
terms of their capabilities and main use cases. This results in individual advan-
tages and drawbacks of the platform types in the context of their applicability for
scienti�c use cases. Figure 2.3 illustrates the types of crowdsourcing platforms
and their interactions.

Aggregator platforms can be seen as high-level type of crowdsourcing plat-
forms. They often do not maintain an own workforce but recruit workers from
di�erent channels, like specialized platforms or crowd provider platforms. The
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Figure 2.3: Types of crowdsourcing platforms and their interactions.

main business case of these platforms is the development of crowd-based so-
lutions for existing work�ows which are not crowdsourced, yet. Therefore, the
targeted employers of these platforms are usually companies trying to integrate
crowdsourcing in their daily business. Besides this, aggregator platforms also
o�er self-service for smaller employers. Here, the aggregator platforms often
focus on a speci�c subset of tasks for which they also o�er prede�ned quality
assurance mechanisms. The advantage of this platform type is the high abstrac-
tion of crowdsourcing related issues, like worker recruiting or quality control.
Usually only the required number of submitted tasks has to be de�ned, the re-
cruiting process is automated by the platform. On some platforms it is also pos-
sible to adjust the data quality via a simple slider on the platform’s web interface.
However, the underlying quality mechanisms are mainly optimized for simple
tasks, like image tagging. The high abstraction of these platforms is also their
major drawback with regard to crowdsourcing research. Due to platform inter-
nal recruiting mechanisms, the available workers might already be pre-�ltered,
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which limits their diversity. Furthermore, the available quality assurance meth-
ods are usually not applicable for, e.g., the quality control of QoE Crowdtesting
tasks. Therefore, still additional monitoring of the users is required. Aggregator
platforms also add an additional business layer between the employer and the
worker, which also increases the costs per task. Currently available aggregator
platforms are, e.g., Crowd�ower [44] or Crowdsource [45].

Similar to aggregator platforms, specialized crowdsourcing platforms only fo-
cus on a limited subset of tasks or on a certain type of worker. However,
specialized crowdsourcing platforms have their own work force. With regard
to crowdsourcing research, specialized platforms focusing on speci�c tasks,
e.g. Microtask [46], have similar advantages and disadvantages as aggrega-
tor platforms. Due to the task specialization, self-service custom or experi-
mental campaigns might not be possible at all. In contrast, the use of crowd-
sourcing platforms which focus on a speci�c set of workers is useful if only
a limited subset of workers, e.g., from a given location or with a speci�c
mobile device, is required [41, 47].

The most �exible type of crowdsourcing platforms are crowd providers, like
MTurk or Microworkers. These platforms focus mainly on self-service, i.e., the
employers design the tasks themselves without much assistance from platform
employees, and maintain huge worker crowd. This crowd can be directly ac-
cessed through the web interface of the platform or via an API for automatic
interactions. Commercial crowd providers often implement a set of �lters and
quali�cation mechanisms to select and build specialized worker groups. Due to
the direct access to the crowd workers, crowd providers o�er the largest �ex-
ibility in terms of task and campaign design. These platforms also accumulate
a vast un�ltered number of workers from all over the world, which results in a
large diversity of the potential testers. However, due to the variety of the tasks
on this type of platform, the operators usually only provide a very limited set
of quality assurance mechanisms and therefore advanced mechanisms must be
integrated by the employer into the tasks in this case.
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Table 2.2: Crowdsourcing platform categories

Aggregator plat-
form

Specialized crowd-
souricing platform

Crowd provider

Own worker pool No Yes Yes
Costs per task Medium High Low
Focus on speci�c task set Yes Yes No
Prede�ned quality assurance
mechanisms for speci�c tasks

Yes Yes No

Un�ltered access to workers No No Yes
Suitable for experimental
tasks

Sometimes Sometimes Yes

Exemplary platform providers Crowd�ower,
Crowdsource

Microtask, Taskrab-
bit, Streetsptr

MTurk,
Microworkers

Besides commercial crowd providers, social networks like Facebook [48] can
be used to recruit test users as well. If a task can be implemented in a joyful
manner, social networks allow to easily reach a large number of test subjects
for free. The task can sometimes also be integrated in a Facebook app, which
additionally enables access to the users’ demographic information provided in
their pro�les. Redesigning a task to be joyful and integrating it in a Facebook
app, however, imposes a signi�cant amount of additional work and is not al-
ways possible. Furthermore, participants recruited from a social network might
be biased in terms of expectations of behaviour, if they are familiar with the cre-
ator of the task belong to the same community. Table 2.2 summarizes the main
characteristics of the introduced crowdsourcing platform types.

2.2 Crowdsourcing and its Potential Impact on
Future Internet Usage

Today and also within the next few years, Internet video tra�c holds a sig-
ni�cant share of the overall Internet tra�c [49]. One of the key drivers for
the large amount of video tra�c might be the sharing features of today’s so-
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cial networks which connect people all over the world. These networks allow
a fast spreading for information, even resulting in �ash crowd e�ects on the
content providers’ infrastructure.

Crowdsourcing platforms also accumulate hundred thousands of people.
Therefore, these platforms might have similar e�ects on the Internet tra�c gen-
eration in the near future aswewill show in the reminder of this section. Further,
we discuss the special requirements arising for the interconnection of human
clouds and machine clouds.

2.2.1 Implications of Crowdsourcing on Internet Tra�ic

Crowdsourcing platforms accumulate hundreds of thousands of users and pro-
cess an enormous amount of tasks. MTurk reported 500.000 registered users
in 2011, Microworkers about 800.000 users beginning of 2016. In December
2012, the crowdsourcing Platform Crowd�ower stated to have completed about
770.000.000 individual micro tasks since 2007.

The pure amount of their users and the current growth rate of Crowdsouc-
ing platforms make them likely to in�uence the generation of Internet tra�c in
the future. One example is Google’s reCAPTCHA service [50, 51], which helps
digitalizing books, identifying house numbers on Google Maps, and generating
training data for machine learning systems by using Internet users to transcribe
images. Even if the individual picture send to the users is just about 3KB, a daily
tra�c of over 90 GB is generated, as there were more than 30 million pictures
processed per day already back in 2012. With today’s applications of crowd-
sourcing, like video summarization, video tagging [52], or large scale studies for
the evaluation of video quality [53], the amount of tra�c generated by crowd-
sourcing platforms is signi�cantly higher.

Crowdsourcing might not only generate a large amount of additional tra�c,
but also leads to tra�c distributions that are more di�cult to handle. Crowd-
sourcing platform users are often distributed all over the world [28, 54]. Fig-
ure 2.4, e.g., shows the distribution of the Microworkers-users beginning of
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Figure 2.4: Number of Micoworkers users per country (March 2016).

2016. This world wide distribution of the users leads to a large amount of traf-
�c between di�erent Autonomous Systems (ASs) and Internet Service Providers
(ISPs), causing similar issues to the ones in Peer-to-Peer networks before [55],
e.g., high costs for the ISPs in lower levels of the ISP hierarchy.

The user distribution also leads to an activity pattern of the platforms which
di�ers from traditional web pages. This can be observed in Figure 2.5, which
depicts the activity of crowdsourcing workers on the Microworkers platform in
2016. The activity is measured by the number of tasks �nished per hour of the
day, normalized by the total number of tasks. The markers indicate the median
worker activity, the gray shaded area the 25%, respectively 75% quantile.

Due to the di�erent time zones of the workers, there is always activity on the
server. Even though a constant utilization of the hardware resources is gener-
ally preferable, it imposes unnecessary load on the Internet as the data is always
sent to the currently active worker region. To overcome this, it might be pos-
sible to exploit the regular diurnal e�ects for designing an allocation scheme
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Figure 2.5: Activity of workers on Microworkers per hour of day.

of resources in a world-wide infrastructure. This would also enable the plat-
form provider to migrate the data closer to the currently active workers, reduc-
ing their access delay and simultaneously reducing the network load. However,
this requires a detailed knowledge of the usage pattern of the crowdsourcing
platforms and the participating workers as presented in Section 3.1. Neverthe-
less, even with a well dimensioned system, still problems might occur if a large
amount of new tasks is published and the human cloud workers are noti�ed im-
mediately. This might result in �ash-crowd tra�c patterns when thousands of
workers connect to the platform at the same time to retrieve their task.

2.2.2 Connecting Human and Machine Clouds

The utilization of machine clouds can help to solve technical challenges like
scalability and the global distribution of data. In this context, crowdsourcing
can also be seen as an adaption of the cloud paradigm to human workforces.

20



2.2 Crowdsourcing and its Potential Impact on Future Internet Usage

Similar to machine clouds, crowdsourcing platforms o�er an interface to access
a huge easy-to-scale pool of work units which are abstracted to the user of the
service. Therefore, crowdsourcing worker pools can also be considered as hu-
man clouds. The interconnection of human and machine clouds in turn fosters
the development of completely new services. It enables the automation of tasks
which requires both, high computational e�ort and human judgments or inter-
actions. One example of such a task is the previously mentioned reCAPTCHA
service. Here, book digitalization is realized by a combinedmachine-human base
approach. Texts are automatically scanned and afterwards process by an OCR
software. If the software is not able to determine phrases in the text, these words
are submitted to a web application, which uses humans to transcribe them. This
combination allows a cost e�ective and high quality digitalization, as the ma-
jority of the work can be accomplished by a cheap and fast machine based com-
ponent and additional quality is assured by human contribution, but which in
turn takes more time.

A vision for the future is an ubiquitous intercloud system that includes both
machine clouds and human clouds as shown in Figure 2.6. Human clouds can
be, e.g., the users of a social network or the workers of a crowdsourcing task.
Currently, di�erent initiatives and standardization organizations like the IEEE,
OASIS or DMTF are on their way to standardize an intercloud architecture: Each
task, application, or service that is submitted to the intercloud must include a
detailed and machine-readable subtask-description [56] including technical as-
pects like requirements, dependencies, or tasks to perform, as well as econom-
ical and management aspects like available funds, target Quality of Experience
(QoE), or maximum time until completion. With this information a special di-
rectory and mediation service in the intercloud environment will take care of
�nding the matching clouds that are required to compose the new cloud-based
application. It also initializes communication between the di�erent clouds and
the applications and handles authentication management. Another important
task that will be handled by a central directory is the trust and reputation man-
agement between cloud services. This applies especially for di�erent labor plat-
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Figure 2.6: Human and machine clouds are connected by APIs and exchange tra�c
across the Internet.

forms which provide workforces with diverse skills. A neutral referee must keep
track of the reliability and trustworthiness of the di�erent clouds by collecting
statistics and including them in the matchmaking for new service requests.

Finally, the application must be deployed in the negotiated machine and hu-
man clouds. Existing open standards and protocols for cloud communications
are required to facilitate the composition of services and inter-cloud communi-
cations. An example for a system that implements important features for a future
cloud architecture is NetStitcher [57], a system for stitching together unutilized
bandwidth across di�erent datacenters, using it to carry inter-datacenter bulk
tra�c for backup, and replication.

To develop, analyze, and compare new mechanisms that facilitate crowd-
sourcing and to dimension the required infrastructure, new models are required
that incorporate the crowdsourcing users, the crowdsourcing tasks, and the re-
sulting technical demands. A pure measurement driven approach is not possi-
ble in this case, due to the multiple di�erent actors, including crowdsourcing
platform providers, workers, and employers on the one side and ISPs or infras-
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tructure providers on the other side. However, based on the knowledge about
the crowd workers, their behaviour and platform dynamics, as discussed in Sec-
tion 3, and exemplary task demands, e.g., derived from Section 5, basic models
for dimensioning the technical infrastructure could be developed. These results
could then be used to further optimize crowdsourcing platform infrastructure
and the underlying network infrastructure.

2.3 Challenges for Current Crowdsourcing Systems

Besides the technical and network related challenges mentioned above, current
crowdsourcing platforms also face challenges arising from the crowdsourcing
approach itself. In the following we discuss some of the most common problems
of current crowdsourcing systems in more detail.

Due to the large number of tasks and the high diversity of tasks on today’s
crowdsourcing platforms, it is often hard for workers to �nd tasks which match
their skills and interests. Here recommendation systems can help to recommend
appropriate tasks to workers which in turn improves the overall quality of the
work. Such recommendation systems may be built by means of advanced ma-
chine learning approaches or folksonomy [58] approaches. On the other hand,
speci�c subsets of workers could be recommended to employers during the
campaign creation process. This recommendation should again be based on the
skills, reliability, etc. of the workers and the requirements of the tasks.

One prerequisite for a successful matching of task and worker is the knowl-
edge about the workers’ skills and interests. This results in a need for anony-
mous user pro�les and specialized crowds, which should only be accessible by
the platform provider. This way, the platform provider, acts as neutral mediator
between worker and employer which has the interest to operate the platform
successfully for all stakeholders involved. The creation of specialized crowds out
of user pro�les may shorten the time it takes until a campaign is �nished while
at the same time the quality improves. In this direction, the question arises how
to derive technical mechanisms in such a platform to automatically create and
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evaluate the pro�les depending on the existing tasks in the platform. A further
step in the direction to automate parts of the crowdsourcing process is auto-
mated task design. To support the mechanisms mentioned above, an automated
task design may be bene�cial which allows, e.g., tagging campaigns, leverag-
ing the interaction with machine clouds and automatically �nding appropriate
human processing units.

Independent of the speci�c use case of the technical realization of a platform,
the key factor of success of crowdsourcing systems is the user participation.
Therefore, appropriate incentive design is required to encourage user participa-
tion and high quality work. This includes the relation between rewards, com-
pletion time of campaigns, and quality of work. Moreover, the targeted crowds
have to be considered. In this context, the evaluation of incentives, both mon-
etary and non-monetary, is also an important question. Micropayment-based
incentives might be used for an international crowd on a web based platform,
while a gami�cation [59] approach might work better for a mobile Crowd-
sensing platform in a highly developed country. Systems for real-time crowd-
sourcing, might again require completely di�erent incentive approaches, like
retainer approaches [60].

User pro�les and recommendation systems can be used to identify skilled
workers and route tasks appropriately. In conjunction with appropriate incen-
tives, good task results are to be expected. However, still additional quality as-
surance and reliability methods are required to identify erroneous worker sub-
mission or spam submissions. While it would be desirable that the work accom-
plished by the human workers should be evaluated automatically, this is often
not possible. If the task itself cannot be automated, an automatic result evalua-
tion often imposes problems, too. Thus, new quality control schemes have to be
deployed. Especially in the context of crowdsensing, wrong sensing values may
be obtained which have to be automatically detected. While it is easy to repeat
the same task several times, this creates some extra costs. Theoretical models
for �nding optimal but practical guidelines need to be derived.

As mentioned above, also di�erent technical challenges exist for crowdsourc-
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ing systems related to scalability and distribution of data. Today, crowdsourcing
platforms accumulate hundreds of thousands of users. With a future growth
of these platforms similar scalability issues arise like in today’s online social
networks. However, in contrast to social networks, crowdsourcing platforms
impose di�erent requirements on the underlying systems as described before.
Crowdsourcing platform users are distributed all over the world, resulting in
a need for a global availability of the platforms data, e.g., large scale image
to video data sets for tagging campaigns. Further, recent trends like real-time
crowdsourcing require highly responsive systems to collect a large amount of
crowds responses almost instantly.

Tightly coupled to the challenge of data distribution are also data security con-
siderations. In the context of crowdsourcing, data security is not only the secure
transmission of the data to the worker, but also securing the data transmitted to
worker from misuse. Crowdsourcing tasks often include processing of sensitive
data, e.g, hand written cheques. This data cannot simply be distributed to the
anonymous crowd workers without any preprocessing. Here, methods need to
be developed to identify the right amount of information so that the task can
be performed correctly, but the content of the underlying document is not dis-
closed. To this end, images or text can be, e.g., segmented.

Furthermore, also the privacy of the crowdsourcing workers imposes chal-
lenges. Even if worker pro�les are required to skill assessments and optimal task
distribution, these pro�les contain valuable private information which should
not be publicly available. Especially mobile crowdsourcing or crowdsensing al-
lows gathering even location information and mobility patterns. Here, a trade-
o� needs to be found, allowing the collection of data required for optimizing task
assignments and recommendation and the preservation of the user’s privacy.
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3 Modeling and Analysis of

Crowdsourcing Platforms

In the previous chapter, we discussed several challenges of current crowdsourc-
ing systems. A �rst step towards tackling these challenges is gaining a deeper
understanding of the existing systems. This includes both the technical and the
human aspects of the platforms.

The users of most technical systems just interact with the provided infras-
tructure, e.g., by watching online videos or playing interactive games. This is
also true for the employers using crowdsourcing platforms to post tasks. How-
ever, the workers are a crucial component of the crowdsourcing service itself by
not only using the provided platform infrastructure, but also being responsible
for creating the output of the tasks posted by the employers. This results in a
need to understand the human factors that in�uence the workers’ behavior, e.g.,
to develop incentive mechanisms, or to optimize the task design in terms of task
duration and payment.

The technical challenges of crowdsourcing platforms include the optimiza-
tion of work�ows and the dimensioning of the underlying infrastructure, simi-
lar to other web-based services. A prerequisite for optimizing work�ows on the
platforms is an understanding of the current tasks on these platforms and how
users interact with the systems. The interaction patterns are furthermore a fac-
tor that has to be considered in dimensioning the systems components, besides
other factors, e.g., the overall number of users.

The analysis of measurement data from existing systems helps to gain an un-
derstanding of the current status. However, to estimate further developments,
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evaluate di�erent optimization strategies and new mechanisms, or dimension-
ing infrastructure, models of these systems are necessary. These models can
either be realized as simulations or mathematical models and the level of detail
depends on the research question the respective model addresses. One possible
application can be an interaction model of platform users that helps the plat-
form provider evaluating means to in�uence their behavior in a desired man-
ner, e.g., to foster the growth of the platforms or stimulate the activity of the
users on the platform.

In this chapter we focus on gaining a deeper understanding of existing crowd-
sourcing platforms and designing generalizable models of these platforms. The
remainder of this chapter is organized as follows. In Section 3.1, we present
an analysis of an exemplary crowdsourcing platform, Microworkers.com. This
analysis includes demographic factors of the users, the tasks on the platform,
and actor-centric measures like the completion times of campaigns and activ-
ity patterns of the workers. Based on the results of the analysis we present two
models describing the platform growth and the activity of users on a crowd-
sourcing platform in Section 3.2. The �ndings of the chapter are summarized in
Section 3.3. The content of this chapter is mainly taken from [27, 28].

3.1 Crowdsourcing Platforms Demographics and
Usage

One of the main bene�ts of crowdsourcing is the easy access to a large group of
people that is also highly diverse in terms of demographic properties. This al-
lows researchers to conduct experiments, evaluating the impact of demographic
properties, e.g., on aesthetic appeal [61], perceived quality of audio services [62],
or image quality ratings [63].

To illustrate the diversity of crowdsourcing users we analyse an anonymized
database snapshot from Microworkers.com, which covers the time from
May 2009 when the platformwas launched, to March 2016. At this time the plat-
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form had about 800,000 registered users who submitted over 261,000 campaigns
and completed more than 26 million tasks.

We compare our results to �ndings by Ipeirotis [64–66] and Ross et al. [54, 67]
who conducted several surveys with workers on MTurk to collect demographic
data between 2008 and 2010. In 2008 76% of the MTurk workers are from the
United States, but their numbers decreased to 47% in 2010. During the same
time the share of Indian workers increased from 8% to 34%, as MTurk added the
option to receive a payout in India.

Besides demographic properties, the data base snapshot also allows us to
analyse the tasks performed on Microworkers and evaluate worker-, employer-
and operator-centric measures. Here, we compare our results to the �ndings by
Ipeirotis [68], who analysed MTurk from an economic point of view. Among
others, he considering usage patterns of the platform and completion times of
the submitted tasks. Based on data crawled from MTurk, Ipeirotis showed that
1% of the requesters post more than 50% of the dollar-weighted tasks and con-
cludes that only a few participants make extensive use of crowdsourcing. As an
additional data source, we use mturk-tracker.com to obtain recent demographic
and economic data about mturk.

In contrast to existing work on demographics and usage of crowdsourcing
platforms, the presented results are based on a comprehensive database snap-
shot from the platform operator instead of user surveys or crawled data. This
enables more reliable and less biased results. We further extend the previous
work by being the �rst to compare demographic and other platform metrics for
two major crowdsourcing providers.

In the remainder of the section we �rst detail on the demographic background
of the users, including their home countries and socio-economic properties.
Thereafter, we have a closer look at tasks performed on Microworkers and the
importance of big employers and very active workers. Finally, we consider dif-
ferent actor-centric measures of crowdsourcing platforms.
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3.1.1 Demographic Background of Crowdsourcing Users

According to the de�nitions in Section 2.1.2, we denote to a personwho has com-
pleted at least one task onMicroworkers asworkers and a person who has run at
least one campaign on Microworkers as employers. However, we sightly extend
our de�nition of user. In the following, we consider a person who has a login at
Microworkers as user, even if this person is neither a worker nor an employer.

At �rst we focus on the home countries of all users. For validating a user’s
identity and to avoid users having multiple accounts, Microworkers sends a post
card with a veri�cation code to the worker’s home address. Without a success-
ful validation, workers are not able to receive a payment from the platform. The
workers can add the full home address at any point in time prior to the �rst pay-
ment request, but the home country has to be submitted during the registration
process. Both, home address and home country cannot be changed once they
are added to the user pro�le. Consequently, it can be assumed that most of the
information about the users’ home countries are valid.

After having a general look at the home country of the users, we discuss
the correlation between the prosperity of the users’ home country indicated
by the United Nations Development Programme’s Human Development In-
dex (HDI) [69] and their role on Microworkers. This allows us to analyse
whether crowdsourcing shows the typical properties of outsourcing, i.e., em-
ployers from high wage countries use the workforce from low wage countries.

Spatial Distribution of Crowdsourcing Users, Workers, and Employers

In the following we have a closer look at the distribution of the three considered
groups: All users, workers, and employers across all home countries and territo-
ries observed in the Microworkers dataset. Figure 3.1 shows a quantile-quantile
plot of the share of users, workers, and employers versus the share of countries
observed in the dataset. Note that the x-axis is in logarithmic scale. All groups
show a pareto-like behavior, with about 10% of the countries accounting for
about 90% of the members in each considered group. Further, we can observe a

30



3.1 Crowdsourcing Platforms Demographics and Usage

0.25

0.50

0.75

1.00

0.01 0.10 1.00

Share of countries

Sh
ar

e 
of

 g
ro

up
 m

em
be

rs

Group Users Workers Employers

Figure 3.1: Distribution of users, workers, and employers across all observed coun-
tries on the Microworkers platform.

high a impact of a few very large countries as 1% of the countries account for
about 43% of the users and workers, and almost 50% employers.

Figure 3.2 visualizes the 10 most frequent home countries for the considered
groups. First, we have a look at the home countries of all users. About 76% of all
users are from the labeled countries, while all remaining countries account for
about 24% of the users. Most of the Microworkers users are located in Asia, with
India, Bangladesh, Nepal, Indonesia, Pakistan, Sri Lanka, and the Philippines
accounting for 57% of all user. The remaining users are mainly located in Europe
and North-America.

Considering the most frequent home countries of the workers onMicrowork-
ers, we observe that the 10 most frequent home countries of the workers are
also the 10 most frequent home countries of the users. Similar to all users, the
workers are mainly located in Asia (60%) but also the United States account for a
rather large amount (14%) of workers. Microworkers shows a much larger diver-
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Figure 3.2: Most frequent home countries of users, workers, and employers on the
Microworkers platform.
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sity of the home countries of the workers than MTurk, which is heavily biases
towards workers from the United States (56%) and India (36%) [54].

Considering the employers on Microworkers, we observe that the majority
of the employers (35.8%) are from the United States, even the United States ac-
count only for 15% of the users. Also other high wage countries like the United
Kingdom, Canada, and Australia are over-presented when comparing the share
of employers to the share of users. By contrast, only for 6% of the employers are
from India, even if Inda accounts for 20% of all users. The same also applies for
Bangladesh. Microworkers has an international employer base, while on MTurk
the employers need to be United States residents. This might result in more di-
verse types of tasks on Microworkers due to the larger diversity of employers.
In conjunction with the international worker base, Microworkers might be a
better choice for multi-lingual tasks then MTurk, since Mturk is biased towards
English speaking countries.

Socio-economic Background of Crowdsourcing Users

The United Nations’ Human Development Index (HDI) [69] is intended to rank
countries by their level of development. A country’s HDI is based on the life
expectancy, literacy education and standards of living in the country. Generally,
there are four types of countries: Low developed (HDI below 0.548), medium
developed (HDI between 0.555 and 0.698), high developed (HDI between 0.702
and 0.798) and very high developed (HDI over 0.802). We now investigate if the
home countries of the users, workers and employers are correlatedwith theHDI.
Figure 3.3 depicts the CDF of the HDI of the home country of users, workers,
and employers on Microworkers.

At �rst we have a look at the distribution of the workers. About 12% of them
are located in low developed countries. Even if it might be possible to make a liv-
ing from themoney earned via crowdsourcing, there are twomain factors which
limit the number of workers from low developed countries. Internet access is
usually only available to a few people and a certain level of English reading
and comprehension skills is needed to use Microworkers. The largest share of

33



3 Modeling and Analysis of Crowdsourcing Platforms

low developed countries medium high very high
0.00

0.25

0.50

0.75

1.00

0.2 0.4 0.6 0.8 1.0

Human development index hdi of group members

P(
H

D
I

hd
i)

Group Users Workers Employers

Figure 3.3: Distribution of users, workers, and employers regarding HDI.

workers (47%) is from medium developed countries. In these countries, Internet
access is available to more users than in low developed countries and, compared
to high and very high developed countries, the average wages are rather low.
Thus, the micro tasks might be an e�ective way to support the costs for living
in these countries. 13% of the workers are from high and 28% from very high
developed countries. Here, Internet access is available to almost all people. But
only a limited number of people might be willing to work on micro tasks, due
to the high wages for other forms of work. However, the large number of work-
ers from these countries shows that crowdsouring might be an accepted way to
earn some extra money.

The distribution of the employers is rather di�erent to the distribution of the
workers. 77% of the employers are from high and very high developed countries
and only 3% are from low developed countries. This is a typical phenomenon
similar to outsourcing. The employers are located in high developed countries
with high wages and thus outsource the work to low wage countries.
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The HDI distribution of all users is a superposition of the CDFs for the work-
ers and employers. However, there are about 22 times more workers on Mi-
croworkers than employers. Therefore the HDI distribution of the users is very
similar to the HDI distribution of the workers.

3.1.2 Tasks Statistics in Crowdsourcing Platforms

In this section we have a close look at the tasks available on the Microworkers
platform. This includes an analysis, who submits the tasks, who completes them
and which tasks are typical for the platform.

3.1.3 Influence of Individual Employers and Workers

Employers have a large in�uence on the available tasks on crowdsourcing plat-
forms. Therefore, we �rst have a look if the tasks are created by a broad range
of di�erent employers or a small group main task posters.

Figure 3.4 shows the share of reward versus the share of employers
on Microworkers and on MTurk. The values for MTurk are obtained from
http://www.mturk-tracker.com/#/toprequesters and consider the time between
January 11, 2016 and February 10, 2016. The y-axis shows the share of all money
spent, the x-axis shows the share of employers. Note that the x-axis is in log-
arithmic scale. We clearly see that there is a small number of employers who
accounts for most of the work on Microworkers and MTurk. On both platforms
10% of the employers spend about 90% of the money. This was also previously
observed for MTurk by [68] in 2010. However, the in�uence of large employers
on Microworkers just grew over the past few years. Here, 10% of the employers
only accounted for 70% of the money spent in 2010 [28]. This change might be
an indicator for a changing employer type on Microworkers. While in the past
most employers on Microworkers were likely to be self-employed or smaller
companies using the platform for their own tasks, the current employers are
likely to be task mediators building services on top of the platform.
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Figure 3.4: Share of reward versus share of employers.

Another factor in�uencing which task can be completed on a Crowdsouring
platform, is the diversity of available work force. Again the platform might rely
on a small number of very active workers or on a diverse crowd. The activity of
the workers is measured by their number of completed tasks. Figure 3.5 shows
the percentage of completed tasks versus the percentage of workers. Again the
x-axis is in logarithmic scale. Similar to the activity of the employers, a small
number of workers (10%) account for the majority (90%) of the completed tasks.

Task Characteristics

Next, we have a look which types of tasks are o�ered on the Microworkers
platform. InMTurk, tasks can be classi�ed by the given keywords or by amanual
classi�cation based on the task description. In Microworkers, a category has to
be assigned to every new campaign upon creation. Each campaign is rechecked
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Figure 3.5: Share of completed tasks versus share of workers.

by an employee ofMicroworkers so that we can assume that the tasks are labeled
with the correct category. Table 3.1 lists the available categories at the time of
the analysis in 2016.

Most task on MTurk are related to data collection, data annotation, and gath-
ering of subjective ratings [68]. In contrast, Microworkers was mainly focusing
on search engine optimization (SEO) tasks in 2010 [28]. In 2016, the available
categories of Microworkers show that the range of supported tasks has signif-
icantly increased and more complex tasks are now available on the platform.
However, still a large share of tasks is SEO-related.

Further, we can observe that the reward is highly dependent on the type of
task. 1.14% of all tasks belong to the category Sign up accounting for 0.96% of
the reward and having are rather low average payment of 0.15 USD. Tasks for
Blog/Website Owners account for about the same amount of tasks (1.43%), but
for a signi�cant higher share of the total reward (6.98%). Further, these tasks are
quite well paid with 0.93 USD on average.
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Category Share
of all
tasks

Share of
total re-
ward

Average
reward per
task

Quali�cation 0.03% 0.01% $0.04
Sign up 1.14% 0.96% $0.16
Content Moderation 0.02% 0.03% $0.25
Transcription 0.00% 0.00% $0.24
Data Mining/Extraction 0.07% 0.06% $0.16
Search, Click, and Engage 37.96% 32.76% $0.16
Bookmark a page 7.05% 4.99% $0.13
Google (+1) 3.38% 3.20% $0.18
Youtube/Vimeo/Dailymotion/Vevo 7.73% 5.20% $0.13
Facebook 6.87% 6.70% $0.18
Twitter 2.76% 2.99% $0.20
Instagram 0.05% 0.05% $0.17
Snapchat 0.00% 0.00% $0.19
Promotion 6.90% 5.44% $0.15
Yahoo Answers/Answebag/Quora/Wikians 0.85% 1.11% $0.25
Forums 1.95% 2.75% $0.27
Download, Install 13.18% 11.37% $0.16
Comment on Other Blogs 0.46% 0.54% $0.22
Write an honest review (Service, Product) 0.34% 0.99% $0.56
Write an Article 0.08% 0.49% $1.12
Mobile Applications (iPhone & Android) 0.68% 2.24% $0.62
Blog/Website Owners 1.43% 6.98% $0.93
Leads 0.22% 1.54% $1.36
Surveys 0.34% 1.18% $0.67
Testing 0.33% 0.54% $0.31
Other 6.18% 7.88% $0.24

Table 3.1: Campaigns categories on Microworkers.
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The payment for work usually dependents of its duration and complexity.
However, a numerical analysis showed that on Microworkers the payment and
the duration of the tasks is uncorrelated, with a correlation coe�cient of 0.007.
Tasks on Microworkers are very short but di�er in their complexity or in their
prerequisites, e.g., the workers need to be a blog owner or willing to submit
some private data. Thus, the lowest paid tasks are simple ones like clicking an
advertisement or bookmarking a webpage. Creative tasks like writing an article
are paid signi�cantly better, as well as tasks where the worker has to ful�ll spe-
ci�c prerequisites, e.g. owning a blog. Similarly the reward for Lead tasks is also
rather high, even if not certain quali�cation is required. However, the worker
need to be willing to sell private data.

3.1.4 Actor-Centric Analyses

In this section we have a look at the Microworkers platform from a worker-,
employer-, and platform-centric perspective, by considering relevant analyses
for each of the actors. This includes, the correlation between income and the
number of performed tasks, the completion time of campaigns, and the activity
of the users on the platform.

Worker-centric perspective

From a worker’s point of view it is important to maximize the income. This can
be achieved be either focus on high payed tasks that require higher skills or focus
on a large number of simple task. Figure 3.6 shows the income of the workers
on Microworkers in dependency of the number of tasks they submitted. Both,
the number of �nished tasks and the earned reward are normalized to 1. The
color of the facets indicates the amount of workers having the same number of
tasks �nished and earned the same reward.

We observe a clear dependency of the earned reward and the number of com-
pleted tasks, the correlation coe�cient between earned reward and the number
of completed tasks is 0.96. Further, the �ndings from Figure 3.5 are con�rmed,
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Figure 3.6: Reward in dependency of the number of completed tasks.

i.e., a relatively small amount of workers completes most of the tasks. Due to
the strong correlation between the number of completed tasks and the earned
reward, these power workers also earned by far the highest total reward. Having
a look at workers who earned a reward of 0.25, we see that the number of �n-
ished tasks rages from 0.1 to 0.4, i.e., the number of �nished tasks di�ers by 75%
for the same total reward. This can be explained by the di�erent payments per
task category discussed in the previous section. Consequently, both strategies
for optimizing a workers income are present at Microworkers. Some workers
focus on a rather small number of high paid tasks, while most of the workers
try to maximize their income by completing as many tasks as possible.

Employer-centric perspective

From an employer’s point of view it is important to get the submitted work
done correctly and fast. Quality control is a major challenge in crowdsourcing
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in general, thus we will have a closer look at in Chapter 4 separately. Here,
we focus on the speed at which campaigns are processed. In order to assess
the speed of the worker, the employer can measure, (1) when the �rst task was
submitted and (2) when the last task was submitted, i.e. when the campaign was
�nished.

On theMicroworkers platform, a campaign is paused as soon as all open tasks
have been processed by workers. Thereafter, the employer can rate the individ-
ual tasks to be either correct or incorrect. This can take up to a few days. All
tasks rated to be incorrect are then again submitted to the crowd. After all tasks
are completed correctly, the employer still has the possibility to add new posi-
tions. This can again be minutes, hours, or days after the �rst set of tasks was
completed. These functionalities make it impossible to exactly identify the last
task of a campaign using our available dataset. Thus, we focus on the time until
the �rst task of a campaign is submitted in the following.

Figure 3.7 shows the distribution of the time until the �rst task is submit-
ted. Both x and y-axis are in logarithmic scale. We only consider campaigns,
where at least one task was submitted. Campaigns with no task submissions
within the �rst 24 hours are very rare (> 0.07%). 90% of the campaigns have
at least one task submission within the �rst 6 days after creation. The longest
time observed between the starting of a campaign and the �rst task submission
is about 5 weeks. The distribution shows that the workers respond to most of
the submitted campaigns very quickly and only a few campaigns are adopted
very lately. Here possible reasons are, unclear task descriptions or very high
skill requirements.

We now have a closer look on when the workers submit the tasks. Figure 3.8
depicts the distribution of the submission times of the tasks.We use the timezone
of the servers (Eastern Standard Time EST) as these timestamps are also used on
the Microworkers webpage. Each area of the curve accounts for the continent
of the submitting worker.

At �rst we have a look at the overall shape of the curve. The share of �nished
tasks per hour has two minima at 8AM and at 10PM. Most of the tasks are com-
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Figure 3.7: Time until the �rst task is submitted to a campaign.
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Figure 3.8: Submission time of �nished tasks.
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pleted between 3PM and 8PM. This behavior can be explained by considering
the contribution of the workers from the di�erent continents and consequently
di�erent time zones.

Asian workers are mainly active between 3AM to 6AM EST. Considering the
most frequent home countries of these workers - India, Nepal, and Bangladesh
- and the resulting time o�-set of 10.5 to 11 to EST, this corresponds to 2PM
to 5PM local time in e.g. Dhaka, Bangladesh. The minimum activity of Asian
workers can be observed at about 4PM, which would be 3AM in Dhaka. How-
ever, during this time the maximum activity of the American workers - mainly
US - is reached. Despite the di�erent countries of origin, Asian workers and
workers fromAmerica reach the peak andminimum activities at about the same
time, when considering local time. Still, the activity of Asian workers remains
more constant thought a day compared to American workers. For Asian work-
ers, the minimum and maximum activity di�ers by about 44%, while it di�ers
by 80% for American workers.

For European workers we can see a di�erent behaviour, as the activity has
two maxima at 12PM and 5PM that corresponds to 6PM and 11PM CET. Con-
sequently, these workers tend to work late in the evening or at night instead
during the afternoon. However, European workers play only a minor role when
considering the share of completed tasks on the Microworkers platform. The
share of tasks �nished by workers from Oceania and Africa can be neglected.

The results of this analysis have two main consequences for an employer.
First, a campaign should be submitted at about 3PM to guarantee a fast com-
pletion of the tasks. Second, the submission time of the campaign in�uences
signi�cantly the demographic properties of the workers working on the cam-
paign leading to di�erent task results.

Platform-centric perspective

From a platform provider perspective, the main goal of the operator is assur-
ing a stable operation of the platform. This requires an appropriate dimen-
sioning of the underlying technical infrastructure that can be achieved if the
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Figure 3.9: Share of tasks created and �nished per weekday.

resource demands are known. Consequently, the operator is interested when
the campaigns are submitted by the employer and when the �nished tasks are
submitted by the worker.

We already know that the number of �nished tasks varies during the day
due to the di�erent time zones of the workers. This can be used for dynamic
resource allocations on a short time scale or for scheduling daily management
tasks to periods with low resource utilization. Still we do not know if and how
the activity of the users changes during the week.

Figure 3.9 shows a box plot of the percentage of newly created tasks by
employers per weekday and �nished tasks by the workers. The box indicates
the 25%, 50%, and 75% quantile, the whiskers extend to the largest, respec-
tively lowest value within the 1.5 inter-quantile range. All other values are
marked as outliers.

First, we have a closer look at the employers. The share of created tasks re-
mains almost constant on Microworkers during the week, on MTurk it changes
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during the week [68]. This could be explained by the type of employer using
MTurk and Microworkers. MTurk may mainly be used by companies which do
not submit tasks at the weekend, by contrast Microworkers might be used by a
mixture of companies with �xed working hours and self-employed who do not
stick to �xed o�ce hours. The workers on Microworkers show a similar behav-
ior then the employers, they also complete the tasks almost constantly during
the week. On the one hand this might be caused by workers, who work just for
fun in their free time. But as the main workforce is located in low wage coun-
tries, it is more likely that these workers depend on the money and are willing
to work also during the weekends.

The constant submission rate of tasks during the week causes a constant load
on the server. On one side, this constant demand makes it easier to dimension
the server resources, since it is not required to adapt the resources during the
week, e.g., shut down servers during the weekend. On the other side, the same
amount of full-time sta� required each day for answering service requests and
disputes related to task and campaign submissions.

3.2 Modeling Crowdsourcing Platforms

Crowdsourcing platforms including the involved actors form complex systems,
so that only certain aspects can be considered in a model. However, models help
the actors to evaluate di�erent strategies to optimize their work�ows and strate-
gies to maximize their pro�t. Current work often focuses on the employers’
point of view. Faradani et al. [70] used a crawled dataset from MTurk to model
the arrival process of workers. This model was then used to design optimal pric-
ing strategies for employers.Wang et al. [71] also used crawled data fromMTurk
to evaluate the completion times of campaigns. Theywere able to identify di�er-
ent factors in�uencing the completion times, which again could be optimized by
employers. Bernstein et al. [60] optimized the costs and completion time of tasks
using a model of their proposed crowdsourcing retainer approach and showed
the feasibility of the approach in a proof-of-concept implementation.

45



3 Modeling and Analysis of Crowdsourcing Platforms

In contrast to existing work, we focus on crowdsourcing platform aspects
that are relevant from the provider’s point of view: The growth of the user base
and the activity of the platform users. To evaluate these two aspects, we �rst
analyse the growth of the Microworkers population and show that well-known
growth models applied in a range of �elds including biology and sociology are
capable of modeling the development of the platform’s population. In a second
step, we investigate the platform dynamics by developing a �uid model which
is an extension of the SIR (Susceptible-Infected-Recovered) model of epidemics.

3.2.1 Population Growth

The scope of this section is to model the population growth of a Crowdsourc-
ing platform. We use the Microworkers population data from 2009 to 2010 in
order to evaluate well-known growth models with regard to their capability of
describing the observed population changes. The population date from 2010 un-
til 2016 is then used to evaluate the precision of the growth predictions of the
di�erent models. In particular, four existing population growth models are re-
visited in order to describe the number of users over time who registered at the
Microworkers platform, which we detail on in the following.

As growthmodels, we consider (1) unboundedmodels for exponential, hyper-
bolic, and square growth, as well as (2) the bounded logistic growthmodel which
leads to a maximum number of users in the system. The resulting population
curves according to these models as well as the measured number of registered
users over time are depicted in Figure 3.10. The parameters of the di�erent mod-
els are obtained byminimizing the least-square errors between themeasurement
and the model data using the Levenberg-Marquardt algorithm [72] provided by
Matlab. The goodness-of-�t in terms of coe�cient of determinationR2 aswell as
the parameters of the di�erent models are given in Table 3.2. The time t is mea-
sured in days and normalized to the launch date of the Microworkers platform.
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Figure 3.10: Growth models for the number of users on Microworkers.
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Table 3.2: Goodness-of-�t for Microworkers growth models.

Model Function Parameter Gof R2

Square N
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Unbounded Growth Model

The exponential growth model is associated with Thomas Robert Malthus (1766-
1834) and is used to describe the growth of bacteria. The growth of the
population d

dt

N

exp

(t) depends on the actual number N

exp

(t) of bacteria or
users in the case of crowdsourcing which are already existing at time t, i.e.
d

dt

N

exp

(t) ⇠ N

exp

(t). It is de�ned by

N

exp

(t) = N

0

e

rt

. (3.1)

The parameter N
0

describes the initial population at time t = 0. The model
parameter r is calledMalthusian parameter or population growth rate which de-
termines the outcome of the model. For r = 0, the population does not change.
For r < 0, the population exponentially declines, while for r > 0 the popu-
lation exponentially increases However, the exponential model does not apply
to the Microworkers population, as we can see from Figure 3.10 and Table 3.2.
In particular, the exponential growth model overestimates the number of Mi-
croworkers users after July 2010.
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3.2 Modeling Crowdsourcing Platforms

The hyperbolic growth model has a singularity in �nite time which grows to
in�nity at a �nite time t

c

. This model was suggested to describe the world pop-
ulation until the early 1970s. It is de�ned by

N

hyp

(t) =
K

t

c

� t

, (3.2)

where K is a scale factor. The absolute population growth rate in the moment
t is proportional to the square of the number of users N

hyp

(t) at time t, i.e.
d

dt

N

hyp

(t) ⇠ N

exp

(t)2. However, the hyperbolic model also does not apply to
theMicroworkers population, especially as the singularitywould already appear
in February 2011, but the number of Microworkers users is still far away from
in�nity.

The square growthmodel is not often observed in nature. The interpretation of
this model is that the growth rate d

dt

N

squ

(t) of the population increases linearly
over time, i.e. d

dt

N

squ

(t) ⇠ t. The model is described by

N

squ

(t) = at

2 + bt (3.3)

with the square growth factor a and the linear growth factor b. This model �ts
very well with the growth of the Microworkers population and no di�erence
between the measurements and the square growth model can be seen in Fig-
ure 3.10. The coe�cient of determinationR

2 is very close to 1 indicating a very
good match between model and measurements.

From a mathematical point of view, square growth seems to be valid for Mi-
croworkers, however, the model is unbounded which means that the number of
users is not limited. Possible explanations for unbounded growth are the expo-
nential growth of world population.
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Bound Growth Model

The logistic function is applied in various �elds like biology, sociology or eco-
nomics, and especially in demographics for describing population growth. The
logistic growth model was developed by Pierre Verhulst (1804-1849) who sug-
gested that the rate of population increase may be limited, i.e., it may depend
on population density,

r(t) = r

0

✓
1� N(t)

K

◆
. (3.4)

In the beginning, growth is approximately exponential which slows down when
saturation begins, while �nally growth stops. The parameter r

0

is referred to as
the intrinsic growth rate and is the maximum possible rate of population growth.
The parameterK is the maximum number of users in the system. The dynamics
of the population is described by the di�erential equation

d

dt

N

log

(t) = rN(t) = r

0

N(t)

✓
1� N(t)

K

◆
, (3.5)

which has the solution

N

log

(t) =
N

0

·K
N

0

+ (K �N

0

)e�r0t
(3.6)

with the initial population size N

0

. The logistic curve converges towards
lim

t!1 N

log

(t) = K . In the case of Microworkers, it is N
0

< K . Thus, the
population increases until it reaches the maximum capacityK = 133162. Sim-
ilar to the square model, the logistic model �ts the observed values very well.

Platform Size Prediction

The presented models were based on observations of the platform size between
2009 and 2010.More recent data allows us to evaluate the accuracy of the derived
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Figure 3.11: Future population growth of Microworkers.

models. The results are illustrated in Figure 3.11. We observe that the square
growth model predicts the actual platform growth quite well until 2013. After
this period, the square model overestimates the number of users and predicts
about one million Microworkers users beginning of 2015. The logistic model
signi�cantly underestimates the number of users already in 2012. According to
this model the platform population would have never exceededK = 133162.

The deviation of the growth models and the actual platform size have dif-
ferent possible reasons. On the one side, factors outside the platform in�uence
the number of newly registered users. Positive blog posts or news paper articles
about the platform attract a large group of new users in a very small amount
of time. In contrast, better working conditions on other newly emerging com-
petitors decrease the growth rate of existing platforms. On the other side, sim-
ilar factors can be found on the platform itself. New features lead to a faster
growth, while changes in the terms of service might have a negative impact on
the attractiveness of platform.
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3 Modeling and Analysis of Crowdsourcing Platforms

However, these complex and indeterministic events can only hardly be in-
tegrated into a mathematical growth model as presented here. Still the results
show that a short-term to mid-term extrapolation of the number of users is still
possible using the logistic model or the squared model.

3.2.2 Platform Dynamics

The scope of this section is the investigation of the platform dynamics of
users becoming active and inactive, respectively. In particular, we evaluate
whether the crowdsourcing platform gets successful and after which time. This
is achieved by considering the steady state of the system. In addition, we anal-
yse how the dynamics can be in�uenced by means of advertisement campaigns
and what is the impact of this advertisement.

The platform dynamics in terms of number of active and inactive users can
be described by using a deterministic �uid model. We assume that there is a
�xedmaximum numberK of users in the system. This means that we consider a
�xed population consisting of the numberN of non-Microworkers users, which
haven’t signed up so far, the number A of active users, and the number I of
inactive users.

K = N +A+ I . (3.7)

The active users have signed up to Microworkers and are actively using the
platform, either as employer or worker, while the inactive users are also regis-
tered but did not use their accounts for several months. Figure 3.12 illustrates
the population dynamics of the crowdsourcing platform.

Non-Microworkers users sign up and register at the crowdsourcing platform
with a rate of �A. This is analogous to the basic SIRmodel byW. O. Kermack and
A. G. McKendrick (1927), where susceptible, infected, and recovered individuals
are considered in order to describe the transmission of disease through individ-
uals. Each individual in the population has an equal probability of contracting
the disease with a rate of �. Then, all infected individuals are able to transmit the
disease to susceptible individuals with rate �A, with A being the number of in-

52



3.2 Modeling Crowdsourcing Platforms

Not 
registered

N

Active
A

Inactive
I!A

"AI

"IA

Figure 3.12: Extension of the SIR model for platform dynamics.

fected people. The application of the SIR model to the crowdsourcing platform
can be interpreted as follows. The active users A of the crowdsourcing plat-
form infect non-Microworkers users N with crowdsourcing at rate �A. Hence,
the rate of new infections, i.e. users subscribing to Microworkers, is �AN . The
dynamics of the crowdsourcing population can be derived with the following
di�erential equations. It has to be noted that all variables are time-dependent,
however, for the sake of readability we use a shorter notion, e.g. A instead of
A(t) or � instead of �(t).

dN

dt

= ��AN (3.8)

dA

dt

= �µ

AI

A+ µ

IA

I + �AN (3.9)

dI

dt

= �µ

IA

I + µ

AI

A (3.10)

Active users get inactive with rate µ

AI

, while inactive users get active again
with rate µ

IA

. There are two di�erent reasons why an active user may get in-
active. This is re�ected by the globally in�uenced dynamics model and local user
decision model which will be explained in the following.
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Globally Influenced Dynamics Model

The globally in�uenced dynamics (GID) model assumes that the usage of the
crowdsourcing platform is in�uenced by the global opinion and popularity of
the platform. Thus, themore people are active, the more people will be attracted.
This includes both, the non-Microworkers users as well as the inactive users.
However, this will also result in the opposite e�ect. If there are many inactive
users in the platform, which are registered, but do not actively participate in
crowdsourcing, this may disappoint active users which consequently get inac-
tive. Accordingly, active users get inactive with rate �I and inactive users get
active again with rate �A, respectively.

µ

AI

= �I and µ

IA

= �A (3.11)

In the steady state lim
t!1, all K users are either active or inactive, i.e.

lim
t!1

N(t) = 0 . (3.12)

In addition, the population sizes do not change anymore in the steady state, i.e.
dN

dt

= dA

dt

= dI

dt

= 0. Thus, the di�erential equation system in Eq. (3.10) gets a
linear equation system in the steady state

0 = ��IA+ �AI , (3.13)

K = A+ I , (3.14)

which can be solved by

A = 0 _ I = 0 _ � = � . (3.15)
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A case di�erentiation yields to the following results for the steady state:

� > � ) I = K,A = 0, N = 0 (3.16)

� < � ) I = 0, A = K,N = 0 (3.17)

� = � ) I = I

0

, A = K � I

0

, N = 0 (3.18)

Thus, if the crowdsourcing platform operator is able to ensure that more users
are active than inactive, i.e. � > �, then all users will actively use the plat-
form. In practice, this can be achieved by di�erent forms of advertisement cam-
paigns, by a well operated platform, by solving problems between employers
and worker easily, etc.

Local User Decision Model

The local user decision (LUD) model assumes that users individually decide to use
the crowdsourcing platform. A user is dissatis�ed individually, e.g., the comple-
tion time for a campaign is too long for an employer or a task completed by a
worker was not accepted by the employer such that the worker did not receive
any reward. In that case, the users get inactive independent of the overall plat-
form popularity – in contrast to the GID model. The same is true for inactive
users getting active again. Independent of the global opinion, inactive users will
take new tasks or launch campaigns, i.e. getting active.

µ

AI

= � and µ

IA

= � . (3.19)

For the steady state, we arrive at the following equations

0 = ��A+ �I , (3.20)

K = A+ I , (3.21)

which can be solved by
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I =
�

� + �

K , (3.22)

A =
�

� + �

K . (3.23)

The user’s decisions about the usage of the platform are independent from
other users’ opinions according to the LUD model. As a consequence for the
platform operator, he constantly has to give incentives to its users for being
active to increase the rate �.

Influencing the Platform Dynamics

So far, we have investigated the steady state howmany users will �nally actively
participate in the platform. However, an important factor for the platform opera-
tor from an economic point of view is the time when the critical mass is reached.
According to the one-third hypothesis (OTH) by Hugo O. Engelmann, a group’s
prominence increases as it approaches one-third of the population and dimin-
ishes when it exceeds or falls below one-third of the population. This OTH can
be applied to a crowdsourcing platform, accordingly. However, since we assume
di�erent kind of popularities and opinion forming in the GID and LUD model,
we decided to consider the point in time t

0

when the steady state is reached in
order to compare numerical results of the GID and LUD model.

Figure 3.13 exemplary shows the evolution of populations for the LUD and
GID model. The dotted lines mark t

0

for the LUD and GID model, respectively.
The x-axis scaled logarithmically denotes the time normalized by the arrival
rate �, while the y-axis shows the relative number of non-, active, and inactive
users. It can be seen that the curves for the non-users N are identical for the
LUD and GID model, since Equation 3.8 is identical for both models. However,
the number A of active users grows faster in the GID model, since the global
opinion triggers the growth of A. Therefore, the steady state is reached faster
for GID than for LUD. The curve for the active users for LUD is �rst dominated
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Figure 3.13: Evolution of populations for LUD and GID model.

by the arrival of non-users � until it converges to �

�+�

.
A comparison of the time until the steady state is reached for both models is

shown in Figure 3.14. Di�erent platform registration rates � are considered that
are � = [0.1, 0.2, 0.3, 1]. On the x-axis, the rate � for getting active is varied
from 1 to 10, while the rate � is �xed with � = 1. Hence, it is � � � which
means that in the GID model all users will �nally be active. As we can see, the
steady state is always reached faster for GID for the same � than for LUD. In
addition, the step from � = 0.1 to � = 0.2 leads to a signi�cant improvement
for the platform operator. Thus, for reaching the critical mass fast, a platform
operator should try to motivate enough people to join the platform, especially
in the beginning.

Later on, the platform owner can in�uence the dynamics of the system by
advertisement campaigns or other incentives, such that the users sign in. We
consider now di�erent registration rates �

i

(t) re�ecting di�erent advertise-
ment campaigns which vary in length and intensity. Nevertheless for di�erent
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Figure 3.14: Time until steady state is reached for di�erent platform registration
rates �.

campaigns i and j, the same number of people is motivated, i.e.
R1
0

�

i

(t) =R1
0

�

j

(t). The evolution of the system without advertisement campaign is re-
ferred to as �

0

.

�

i

(t) =

8
>><

>>:

0.01, t < 0.3

0.4

/i 0.3  t  0.3 + i · 0.1

0.01, t > 0.3 + i · 0.1 .

(3.24)

The in�uence of the di�erent advertisement campaigns is illustrated in Fig-
ure 3.15 for i = 1, 2, 3 when the campaign starts at t = 0.2. It can be seen
again that the advertisement campaign has a signi�cant impact on the system
dynamics. Furthermore, we see that the larger the peak of the advertisement
campaign is, the faster the users join the platform. In summary, the platform
operator has di�erent options to in�uence the population dynamics. New users
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should be given incentives or motivated by advertisements etc., especially in the
beginning, in order to increase �(t). However, short, but intensive campaigns
are more successful. In addition, the platform operator should foster users keep-
ing active, i.e. increasing � or reducing � by appropriate means.

3.3 Lessons Learned

In this chapter, we presented an analysis of the of Microworkers crowdsourcing
platform based on an anonymized database snapshot that covers the time from
May 2009 to March 2016. At this time the platform had about 800,000 registered
users who submitted over 261,000 campaigns and completed more than 26 mil-
lion tasks. The results from the analysis were compared to existing work about
MTurk [54, 64–67] and publicly available data from mturk-tracker.com.
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The demographic analysis showed that 76% of the users, 77% of the workers,
and 71% of the employers onMicroworkers are from only 10 countries. However,
the population on MTurk is even more biased. 92% of the workers are from the
United States or India and only United States citizens are allowed to create an
account as employer. A more detailed analysis of the Microworkers users’ ori-
gin revealed that most workers (47%) are from countries with a medium Human
Development Index. In contrast, most employers (77%) are from countries with
a high or very high Human Development index. This indicates that crowdsourc-
ing shows similar tendencies like outsourcing by moving work from high-wage
regions to low-wage regions.

Besides the users themselves, we also had a look at the task posting and com-
pletion behavior of the users. We showed that 10% of employers spend 90% of
the money on Microworkers and 10% of the workers also complete 90% of the
tasks. On MTurk the in�uence of single employers is about the same.

Considering the three di�erent actors on crowdsourcing platforms - workers,
employers, and the platform operator - we analysed the Microworkers database
snapshot according to di�erent actor-speci�c metices. First, we analysed the
correlation between the number of tasks completed and the income. We ob-
served a strong correlation of 0.96 between both measures. However, workers
with the same earned reward di�er sometimes signi�cantly in the number of
completed tasks. This shows that there are two main strategies for maximizing
the workers income. Workers can either focus on earning money through a lot
of simple tasks or focus on a few tasks with higher payment. Second, we took
a closer look at employer-centric metices. Our analysis showed, that workers
respond to the majority of the campaigns very quickly. 97% of the campaigns
have task submissions within the �rst 24 hours and 99% within the �rst 6 days.
However, there are also very few campaigns that are not well accepted by the
workers. Here, the longest duration between campaign start and �rst task sub-
mission was 5 weeks. However, details about the reasons for this long delay
could not be derived from the analysed dataset. Finally, we analysed the activity
patterns of the platform users as a relevant metric for employers and platform
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operators. It has been shown that the demographic and also the activity of the
workers changes during a day. The highest activity can be observed between
3PM and 8PM EST, the minimum is reached between at 8AM and 10PM EST.
This e�ects are caused by the di�erent time zones and consequently di�erent
working hours of the workers. During the week, the creation rate of tasks by
employers and the submission rate of �nished tasks by the workers remains al-
most constant on Microworkers, while a weekly pattern could be observed on
MTurk [68].

In the second part of the chapter, we proposed two approaches for mod-
eling the growth of crowdsourcing platforms and the dynamics of active, in-
active, and non-registered users on the platforms. We evaluated the suitability
of a square, logistic, hyperbolic, and exponential growth model using the data
about the Microworkers platform size between 2009 and 2010. The results in-
dicated that a square growth model and a logistic growth model �t the mea-
sured development of the user base quite well, with an R

2 value of 0.9988 and
0.9959 respectively. More recent information about the number of users on the
Microworkers platform also allowed to evaluate the accuracy of the platform
growth predicted by the di�erent models. The square model provided good re-
sults until beginning of 2013. However, non of the evaluated modes was capable
of providing accurate predictions after 2013.

Finally, we presented a model for describing the dynamics of active, in-active,
and non-registered users on crowdsourcing platforms. To this end we extended
the SIR model of epidemics and considered two di�erent decision models of the
users, the globally in�uenced dynamics model (GID) and the local user decision
model (LUD). We demonstrated that in the steady state of the GID model all
users are either active or inactive, while in the steady state of the LUD model a
�xed share of the population is active and the remainder inactive. Using the GID
and the LUD model, we showed that advertisement campaigns to attract new
users should be short and intensive instead of long-term with a decreased rate.
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Crowdsourcing Systems

In contrast to machine clouds, the quality of tasks results obtained from human
clouds can vary signi�cantly. Especially cheating workers, unclear instructions,
or a lack of quali�cation can lead to low quality results. Crowdsourcing tasks
are completed remotely by anonymous workers without any supervision. This
anonymity can encourage workers to cheating, i.e. they try increasing their in-
come by intentionally using malicious techniques, even if the expected gains are
rather small [73]. Besides intentional cheating, issues caused by the task design
can also result in low quality results [74]. However, it is di�cult to identify those
problems, e.g., misleading instructions, as a direct interaction between workers
and employers is usually not possible.

Numerous e�orts have already been made to improve the quality of the task
results submitted by the workers. Most approaches try to assess the quality of an
individual worker, use group- or work�ow-based mechanisms to level out indi-
vidual erroneous results, or optimize the task design. Guidelines for an optimal
task design were, e.g., given by Kittur et al. [75] who conclude that cheating
should take longer then completing the task properly. Eickho� [76] suggest to
discourage cheaters by an appropriate task design instead of detecting them and
together with Vries [77], Eickho� observed that depending on the type of task
cheaters are encountered more or less frequently. Gadiraju et al. [78] showed
that not only the task type, but also the design parameters task length,monetary
reward, and time required for task completion in�uence the amount of cheaters
attracted by a task.
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In this chapter we support the e�orts of optimizing the quality of crowdsourc-
ing tasks results by extending existing work in two directions. First, we demon-
strate an approach for assessing the quality of an individual worker, second we
provide a numerical model for evaluating the costs and accuracy of two wide-
spread quality assurance work�ows. To this end, we show that an analysis of the
worker’s interactions with the task interface can be used to estimate the quality
of the task results in Section 4.1. We use an exemplary language skill assessment
task and a web-based interaction monitoring toolset to evaluate the feasibility
of this approach. Section 4.2 presents an analytic model for two group-based
quality assurance mechanisms. Using this model we evaluate the accuracy and
also the costs for both approaches for di�erent types of crowdsourcing tasks.
Section 4.3 summarizes the �ndings of this chapter. Note that the content of
this chapter is mainly taken from [3, 7, 20, 29].

4.1 Task Interaction Monitoring for Assessing
Worker�ality

The most common way to test the trustworthiness and quality of a worker is
to add gold standard data tasks [79], whereof the correct task result is already
known. Gold standard data can increase the quality of the task results, since
the task designer can give the worker an immediate feedback about mistakes.
Further, continuously cheating workers are easy to identify and removed from
the worker pool. In some cases, gold standard data can be generated automati-
cally [80] and also the bias of workers can be taken into account [81].

Gold standard data is not applicable for tasks where there is no clear correct
result, like a subjective rating. For such tasks, Chen et al. [82] used combina-
tions of pair-comparisons to assess the workers consistency (intra-rater reliably)
to identify erroneous submissions and developed a crowdsourcing platform for
Quality of Experience (QoE) assessments. Kittur et al. [75] used crowdsourcing
workers to rate the quality of Wikipedia articles. The correlation between the
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rating obtained from crowdsourcing and a trusted reference group could be sig-
ni�cantly improved by adding questions testing if the worker read the article.

Most approaches assessing the workers’ task quality focus only on the out-
come of the task, but not the root cause of the low quality. Kazai et al. [83] intro-
duced �veworker types, Spammer, Sloppy, Incompetent,Competent, andDiligent,
based on the observed worker behavior and a survey. They suggest that a �ne
granular distinction among the worker types can be used for optimizing the
task design or �nding appropriate workers. Gadiraju et al. [84] demonstrated
that di�erent types of malicious workers in a survey task can be identi�ed us-
ing technical measures and propose speci�c counter measures for each of the
identi�ed types.

In this section, we extend existing work by showing a �ne-granular monitor-
ing approach of worker-task interactions. We demonstrate how such interac-
tions can be analyzed using an Application Layer Monitoring (ALM) approach
and demonstrate its applicability to estimate a worker’s performance. Our work
is closely related to the work by Rzeszotarski et al. [85]. However, we focus
on a single exemplary crowdsourcing task. This enables us to develop a �ne
grained monitoring framework that allows us to analyse the workers’ behavior
in more detail and with a larger diversity of test participants. To this end, we use
a simple language test as example for a crowdsourcing task, which is described
in Section 4.1.1. In Section 4.1.2, we detail on a possible implementation of an
ALM approach for this task. This monitoring enables us to derive �ne granular
temporal information, about how much time the participants spend on speci�c
parts of our test. Section 4.1.3 discusses the results from the ALM and their in-
terpretations in terms of worker behavior. Using these results, we show that it is
possible to predict a worker’s performance in Section 4.1.4. The content of this
section is mainly taken from [20].
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4.1.1 Language�alification Test as Exemplary Use Case

We use an English language test to illustrate a possible implementation and the
bene�ts of ALM in a crowdsourcing environment. Such a quali�cation test is
not necessarily a common crowdsourcing task, however English language com-
prehension is a very essential quali�cation on crowdsourcing platforms [74] to
achieve high quality results.

Test Design

The test consists of �ve texts with �ve multiple choice questions for each text,
resulting in a total of 25 questions on one single web page. In order to increase
the di�culty to share any solutions of the test, the order of the texts, the ques-
tions, and answers is randomized. Additionally, one text production question is
added at the end of the test, where the worker is asked to state which text he
likes best and why. Workers are only able to complete the task, if all questions
are answered. After these mandatory questions, the worker can leave optional
feedback on a separate page.

The test texts are based on slightly modi�ed articles from the Simple En-
glish version of Wikipedia articles. The texts’ topics include science, celebrities,
pop culture as well as recent history, and every text contains approximately
200 words. Although the topics are rather common, we make sure that the
texts contain very speci�c information hardly any candidate can answer due
to prior knowledge.

The questions are constructed according to Day et al. [86] who give detailed
advise on how to design language comprehension tests. Two questions aim at
literal comprehension, i.e. the required information can explicitly be foundwithin
the text. One question aims at reorganization, i.e. extracting and combining sev-
eral pieces of explicit information from the text is necessary. The two remaining
questions aim at inference, i.e. the required information is only implicitly stated
in the text and needs to be inferred. The literal comprehension questions are
rather easy to solve as the answers are explicitly given in the text. In contrast,
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the reorganization question are more di�cult, as a deeper understanding of the
text is required. The inference questions are assumed to be the most di�cult
question type as abstract thinking is required here.

For each question, the worker is given four possible answers. In order to de-
rive additional implicit feedback from the participants, we deploy a special an-
swer scheme. Two of the answers can actually be found within the text, but
only one of them makes sense regarding the questions and is correct. This can
be used to distinguish between participants who have read the text, but did not
understand the question. The other two answers sound possible regarding the
question, but cannot be found within the text. These answers are intended to
capture people who may very well have understood the question, but may have
skipped the text to save time.

To derive the participants’ score, we deploy a very simple scoring system
that assigns one point per right answer and zero points for each wrong answer
of the multiple choice questions. The total score is then calculated as the sum
over all points. Consequently, the lowest score that can be reached amounts to
zero points in total, while the highest score is 25 points. The text production
question is not considered in this scoring system as it is not possible to evaluate
it objectively. However, it can be used as an indicator how serious a worker is
taking the test, e.g., by considering the length of the answer.

The motivation of the test is to determine whether or not a candidate has
the quali�cation to understand English task instructions. Although our scoring
system allows for a graduated assessment of this quali�cation, the choice of
whether or not a candidate will pass the test is a binary one. Therefore, we
intend to determine a suitable Quali�cation Threshold that needs to be reached
in order to pass the test.

Multiple choice tests tend to foster the cheat pattern of satis�cing [87], where
candidates simply try to �ll out the form as quickly as possible. For the subse-
quent considerations, we assume that these people will pick answers in a uni-
form distributed fashion. However, due to the fact that each candidate receives
a uniform distributed random sequence of answers, we also cover people that
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would use a deterministic answering pattern, i.e., for instance always picking
the �rst answer. We calculate the probability of a candidate randomly passing
the test, which we also refer to as the probability of false positive quali�cation.
The probability of randomly reaching k points can be modeled using a Binomial
distribution, with p = 1

4

as the probability of randomly selecting the correct an-
swer and n = 25 questions. Thus, the probability of reaching k = 25 points by
chance would amount to

P (X = k) =

 
n

k

!
p

k(1�p)(n�k) =

 
25

25
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◆
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◆
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⇡ 8.9·10�16

.

Our desired sample size is in the order of m ⇡ 102 up to m ⇡ 103 indi-
viduals. Therefore, we decide that a probability of false positive quali�cation of
approximately 10�3 is su�cient to make sure that (almost) none of our can-
didates passes the test by chance. This probability can be reached for k > 12

yielding in

P (X > k) = 1�
kX

i=0
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◆
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⇡ 3.3 · 10�3

.

For the sake of simplicity, we henceforth normalize the maximum score to 100
percent and set the quali�cation threshold at 50 percent.Workers with test scores
below 50 percent are referred to non-quali�ed, workers with test scores above
50 percent as quali�ed. Further, we are also interested in the reasons why work-
ers fail the test, i.e., if they are trying to trick the system or if they lack the
required language skills. Therefore, we do not automatically assume that every
unquali�ed worker is also a cheater without further investigation.

Test results

For our study, we recruit 215 test candidates in February 2013 using the Mi-
croworusing.com crowdsourcing platform. The payment for the task amounts

68



4.1 Task Interaction Monitoring for Assessing Worker Quality

to 0.10 USD, which is comparable to that of similar studies [87].

As we are conducting a language test, we �rst have a closer look at the ori-
gin of the participants. The demographical information are obtained from the
workers’ pro�le pages on Microworkers. Our candidates come from 22 di�erent
nations, however, the ten most frequent countries make up about 90% of the
participants. Most of the participants come from Bangladesh (41%), Nepal (10%),
and Sri Lanka (10%). Besides India and Pakistan in Asia, several workers from
Eastern Europe participated. About 2% of the participants are native speakers,
from the United Kingdom and the USA.

Figure 4.1 depicts the workers’ test results as a complementary cumulative
distribution function (CCDF), with the normalized score s on the x-axis. The
quali�cation threshold is shown as a vertical dashed line. The curve starts with a
score of 0.08 and a probability of 100%, indicating that no candidate has less than
2 correct answers. On the contrary, 18% of the candidates achieve a maximum
score. The curve intersects with the quali�cation threshold at a probability of
71%, i.e., 71% of the workers pass the test, while 29% fail.

In general it is not possible to assess a worker’s result as we did here, since
the correct task result is usually unknown. However, we will show that the in-
teractions of the workers with the task interface can give �rst insights into the
expected quality of the results.

4.1.2 Application Layer Monitoring in Crowdsourcing
Tasks

For our approach, we assume that the interface of the crowdsourcing task is
implemented as web application. This enables us to addmonitoring components
using common web development techniques and guarantees the preservation of
the worker’s privacy as we are only able to monitor the interactions with the
tasks interface. This is similar to a regular work place, where the supervisor can
observe the o�ce space of the employees.
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Figure 4.1: CCDF of the normalized scores s from the test participants.

General Approach

Our approach gathers information about the worker on both, client and server
side. In general, server side measurements enable monitoring the accessed re-
sources of the web application and the time of the request. In our use case,
the application only consists of one single web page, therefore we use the
server logs to analyze when and how often a worker accesses our page. Fur-
thermore, the time of the submission of the form can also be derived using the
server side information.

More of the information about the workers’ behavior can be derived from
their interaction with the application interface itself. Using JavaScript and Doc-
ument Object Model (DOM) application events, each interaction with HTML
elements, such as buttons, text �elds, etc. can be monitored with milliseconds
precision. It is also possible to monitor a limited range of interactions with the
browser itself, such as changing or closing the application window as well as
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switching to another browser tab. This allows us to study the worker’s interac-
tion behavior on a very �ne-grained interaction level including, leaving and en-
tering the application, click behavior, mouse movement, scroll movement, ma-
nipulating interface elements and text inputs, and text selection.

Use Case Implementation

As mentioned before, ALM has to be implemented on a per task basis, i.e. the
expected behavior of a worker has to be known in advance to be able to identify
suspicious worker interactions. To model this expected work behavior, we con-
sider the steps that are necessary to solve the test. Naturally, the worker starts
by reading the instructions at the top of the test. In order to either get to a text
or to get to the questions, the worker has to scroll. Then he reads a text or is
engaged in answering questions, i.e. in �nding and picking the right answer. To
get to the next text passage of the test, the worker then scrolls again and so forth.
We were interested in the sequence and duration of these steps as well as the
details of what the worker is doing in them. In order to determine the periods
in which the worker remains in a certain step, we rely on two measurements:

1) Theworker’s vertical scroll position used to reconstruct theworker’s cur-
rent �eld of sight (measured synchronously in intervals of 10 sec)

2) The worker’s interaction with the answering elements of the survey
(measured asynchronously, event-based). This particularly includes:

• The clicks on radio buttons for multiple choice questions.

• The selection and de-selection of the text box for the text produc-
tion question.

Further, we consider how the worker interacts with the test while answering a
particular question. This includes the time it takes the user to answer as well
as the number of re-decisions for a speci�c question. Particularly high values
for these variables might indicate possible di�culties users had with our task
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design, while particularly low values might be used as indicator for cheating
behavior, such as satis�cing. The measures can be derived from the aforemen-
tioned click measurements and are detailed on in the following section.

4.1.3 Evaluation of Application Layer Measurements

In this section, we review potential ALM metrics, the completion time, working
phases, and the consideration time. Further, we show that these metrics can be
used to analyze the work behavior we would expect.

Completion Time

Previous work has shown that the completion time of a task can be used as an
indicator for the quality of task results [26, 88]. Furthermore, by de�ning time
thresholds, low performing workers can be detected [89, 90]. In order to derive
such a threshold for our task, we assume an ideal worker with the following
properties:

1) The ideal worker is familiar with speed reading techniques, which allow
him to read 2000 words per minute. Thus it would take about 51 sec to
read all 1500 words within the test.

2) The ideal worker is able to answer any question within t

q

= 5 sec.

As a result, the Plausibility Threshold, i.e., minimum completion timewould yield
in t

pt

= t

r

+ 25 · t
q

= 176 sec ⇡ 3min. In our test, the completion time varies
between 1.03min and 55.95min with a median completion time of 20.13min.
We observe that 7.6% of our participants have completion times below our plau-
sibility threshold.

In the following we analyze the coherence between the workers’ scores and
the task completion time, which is visualized as a scatter plot in Figure 4.2. The
x-axis describes the completion time in minutes, while the y-axis denotes the
score normalized to 100%. Each data point represents the performance of a single
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Figure 4.2: Completion time and test score per worker.

worker. The quali�cation threshold is included as a horizontal dotted line, the
plausibility threshold as a vertical line.

We observe that almost all workers with completion times below the plau-
sibility threshold also drop below the quali�cation threshold. Nevertheless, our
test sample includes four participants, who completed the test approximately
within our expected minimal time and still achieved scores between 92% and
100%. A closer analysis of these workers shows that all of them accessed the
test at least half an hour prior to their submission. It is likely that the workers
copied the text to familiarize themselves with the test, respectively completed
it o�ine in advance.

The plot also reveals that almost all workers with a completion time above
25:07min quali�ed in our test. Thus, this value could be regarded as the Temporal
Quali�cation Threshold for our test. Nonetheless, we observe two outliers, one
at 44:24min with a score of 20% and another at 55:57min with a score of 44%.
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Our analysis did not show any further abnormalities for these candidates, so we
are not able to determine reasons for their low performance.

We conclude that for the completion time of a task, temporal thresholds are
well-suited in order to give a �rst assessment of quality respective quali�cation
in our case. The two temporal thresholds subdivide the plot into three horizontal
segments. The plausibility threshold can predict the non-quali�cation of candi-
dates in the �rst segment, i.e. below the threshold. The temporal quali�cation
threshold on the other hand can be used in order to predict the quali�cation
of workers with completion times in the third segment. However, none of the
thresholds can make predictions for the second segment, which includes most
of the workers. Further, the predictions based on the plausibility threshold and
the temporal quali�cation threshold show classi�cation errors in some cases.
Moreover, the temporal quali�cation threshold can only be estimated if the re-
sults of the test are already evaluated and therefore, it cannot be used as an input
parameter during the evaluation process itself.

In this analysis, we only considered the duration of how long workers worked
on the tests. In the following we shed light on what the workers actually did
within our test by investigating their low-level interactionswith our application.

Working Phases

Instead of considering the time it takes the workers to complete the whole test,
we now consider the time he spends on reading and answering. While complet-
ing our test task, we assume the worker to be either reading the instructions or
the texts, or answering a multiple choice question or the text question. To ana-
lyze the time theworkers spend in these phases we use the following estimators:

(E1) “Reading Instructions” (RI) describes the time the instructions were vis-
ible to the worker, i.e. the time the worker had the chance to read them. The
estimator “Reading Text x” (Rx) works in a similar fashion for each of the texts.

(E2) “Answering the Questions for Text x” (Ax) calculates the time di�er-
ence between the timestamp of the �rst time the worker could have possibly
seen the questions about text x and timestamp of the last answer given for
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these questions. The estimator “Answering the Text Question” (AT ) works in
a similar manner, but uses the timestamp of the last de-activation of the text
box as end time.

We use JavaScript to monitor the workers’ interaction with radio buttons or
the text �eld. Here, every change triggers an event which can be captured. How-
ever, large parts of our test include reading texts. During this time, the worker
does not explicitly interact with the web page. In order to analyze these read-
ing phases, we estimate the currently visible area. This information can be re-
trieved using the current scroll position in conjunction with the browser win-
dow height, which can be determined using JavaScript, too. A non-responsive
CSS layout which ensures a �xed size of the web page independent of the work-
ers’ device resolution enables us to recalculate the position of the visible el-
ements of the web page at any point in time. However, most of the time the
worker has the chance to see several elements belonging to di�erent phases.
Therefore, the aforementioned estimators are constructed in a fashion which
allows the di�erent phases to overlap.

Figure 4.3 visualizes the average time the workers spend in the di�erent
phases, including the 95% con�dence intervals. The nomenclature of the phases
on the x-axis follows the one introduced for the estimators, whereas the num-
bers indicate the text or questions position.R3, e.g., refers to the time the work-
ers spend on reading the third text. The y-axes denote the absolute duration in
seconds, note that the ranges of the y-axes di�er for both worker groups. We
also included two threshold as dashed lines. The estimated minimum reading
time of 6 sec for one text and the �ve corresponding questions, and the min-
imum answering time of 25 sec for one set of �ve questions. The minimum
answering time refers here to the time it takes to complete all �ve multiple
choice questions per text.

We can observe that none of the quali�ed workers drops below one of the
thresholds, but spends on average between 130 and 187 sec on reading a text and
even more time on answering the questions. Furthermore, the duration of the
answering phases even increases with each text for the quali�ed workers. This
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Figure 4.3: Average durations of the phases in the English language test.

indicates that they work more diligently towards the end of the test. However,
the con�dence intervals for all answering phases overlap, except for the �rst and
the �fth phase indicating that this behavior needs not be typical for all of the
workers. The average phase time of the text production question is even higher
than the answering phase times for the questions.

In contrast, non-quali�edworkers tend to fall below the thresholds.Moreover,
we can observe that both reading and answering phases tend to decrease with
each text. Still the duration of the reading and the answering phase for Text 1 is
factually higher than the corresponding duration for Text 5. This indicates that
these workers’ motivation might have dropped during the test.

Analyzing the working phases of the participants allows us a much stricter
distinction between quali�ed and non-quali�ed workers than the analysis of the
task completion time. Using the same approach of temporal thresholds but with
a �ner granularity, we can clearly distinguish betweenworkers working diligent
and workers only trying to complete the test as fast as possible.
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Figure 4.4: Consideration times per question type.

So far, we analyzed the overall completion time of the test and the duration
of the working phases. However, the working phases consider only the time the
workers spend on answering all �ve questions related to one text. In the next
paragraph, we have a closer look at the answering process of the individual
questions and analyze which information we can derive from this information.

Consideration Time

For the analysis how much time the test participants spend on the single ques-
tions, we use the variable Consideration Time, which is the time between the
�rst time a worker saw a question and the time the worker changed his answer
for this question for the last time.

Figure 4.4 visualizes the mean consideration times including the 95% con�-
dence intervals for the di�erent question types described in Section 4.1.1. The
dashed line indicates the 5 sec threshold for the estimated minimum answering
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time. Note, that the rage of the y-axes di�er. For the quali�ed workers, we ob-
serve the consideration times are above the expected threshold. Furthermore,
there is a tendency that questions with a higher level of di�culty cause higher
consideration times. This is also intuitive, as simple questions based on literal
comprehension require less e�ort than reorganization or inference questions,
therefore they can be answered more quickly. In contrast to this, the di�culty
of the questions do not have a signi�cant impact on the consideration times of
the non-quali�ed workers. Even if the mean consideration times for the ques-
tions are also higher than the minimum answering time, it is clearly visible that
the non-quali�ed workers spend signi�cantly less time on answering the ques-
tions than the quali�ed workers.

Next, we examine the consideration time with regards to di�erent answer
types which are depicted as CDFs in Figure 4.5. The x-axis denotes the consid-
eration time on a logarithmic scale in seconds. The curve for the answer type
plausible, in text shows the consideration times for questions that were answered
correctly, while the remaining curves are incorrect answers. We can observe the
overall tendency that picking the correct answer requires more consideration
time than picking a wrong one. Further, it takes more consideration time to pick
an answer that is not plausible, but in the text than an answer which is plausible
but not in the text. This might be caused by people who did not understand the
question, but at least try to look for an answer within the text. It also becomes
apparent that the answers which are plausible but in the text indeed tend to
capture “lazy” people that may simply skip the text.

The results from the consideration times indicate that even on a very low level
of interactions, worker behavior can be monitored and suspicious behavior can
be detected. In the next section, we analyze to which extent the gathered infor-
mation about the worker behavior can be used to predict a worker’s test score.
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4.1.4 Predicting Task Result�ality

In contrast to most Crowdsourcing tasks, we could evaluate the task results ob-
jectively. This enabled us to de�ne the quali�cation threshold and to assign each
test participant to the categories quali�ed or non-quali�ed, which we used dur-
ing the analysis of the interactions with the task interface. For Crowdsourcing
tasks in general, the correct result is usually unknown. Therefore, we now want
to analyse if it is possible to predict the quality of a task result, in our case the
category a worker is assigned to, solely by the ALM measurements.

To achieve this, we use supervised machine learning to train a Support Vec-
tor Machine (SVM) using the features, task completion time, the di�erent phase
times, and the mean consideration time. An SVM uses the feature vectors of
a labeled set of quali�ed and non-quali�ed workers to derive a classi�er for
separating both groups. This rule can then be applied to an un-labled set of
workers and assign them to the appropriate group based on their feature vec-
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Figure 4.6: SVM weights of features for quali�cation prediction.

tors. To avoid over-�tting due to our relatively small sample size of training
data we use cross-validation.

Figure 4.6 shows the di�erent features of the SVM on the y-axis and their
weights, normalized by the maximum value, on the x-axis. For our test, we can
observe that the mean consideration time is the most important feature in the
classi�cation process. It is likely that the time the participants spend on �nding
the right answers is a good indicator for the workers diligence. Also the time the
worker spends on answering the last question is a good indicator for the overall
quality. This behavior might indicate that the worker works diligently even at
the end of the test and implies a good work quality throughout the whole task.
As already shown in previous studies, the overall completion time also o�ers a
�rst indicator on the result quality.

The overall accuracy of the SVM amounts to 88.67%, the class precision for
quali�ed candidates amounts to 93.06%. Considering our sample with 215 work-
ers, this means that we predict that 10 candidates would be quali�ed that are
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truly non-quali�ed. For 18 workers, we predict that they are non-quali�ed, al-
though they were quali�ed.

4.2 Accuracy and Costs of Group-based Validation
Mechanisms

Assessing the quality of an individual worker is possible but rather complicated
as we showed in the previous section. Therefore, many quality control mecha-
nism are based on specializedwork�ows for aggregating submissions ofworkers
to deduce an optimal task result. One well known example is the crowd-based
image labeling game by Von Ahn and Dabbish [91]. In this game, a label is added
to the picture, if at least two randomly picked users suggest the same label. Ahn
and Dabbish argue that cheating is not possible due to the huge number of play-
ers. Two random players are very unlikely to know each other and, hence, are
not able to collaborate. A similar approach was also used by Von Ahn et al. to
implement the reCAPTCHA service [50].

Little et al. [92, 93] also evaluated di�erent work�ows for crowdsourcing tasks
and show that parallel and iterative approaches can be used to increase the re-
sult quality of tasks and to reduce the completion time. Bernstein et at. [94]
showed that multi-step interations can also be used to achieve high quality
results for complex crowdsourcing tasks. Also complex work�ows like Map-
Reduce approaches [95] were successfully ported to the crowdsourcing envi-
ronment. Going even one step further Kulkarni et al. [96] propose a system to
crowdsource the design of work�ows for crowdsourcing tasks. Dow et al. [97]
suggest to integrate an interactive feedback system to encourage workers and
Kittur et al. [98] concluded that coordination techniques improve the results
in online cooperation tasks.

In contrast to quality assurance mechanisms that are based on assessing the
reliability of individual workers, e.g., gold standard data, work�ow based ap-
proaches comprise di�erent types of tasks and also might include redundant
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task executions. This in turn raises the question about the trade-o� between the
overall costs of the work�ow based approach and the resulting quality of the
task results [99]. In the remainder of this section we evaluate this trade-o� in
more detail for two quality assurance mechanisms, the majority decision and
a control-group based approach. We �rst illustrate the general concept of both
approaches in Section 4.2.1 and then present an analytic model to assess the reli-
ability of both approaches in Section 4.2.2. Section 4.2.3 introduces a cost model
for each approach, which is used to evaluate the suitability of them for di�erent
use cases in Section 4.2.4. The results can then be used by employers to decide
which mechanism is optimal in terms of costs and quality for a given type of
task. The content of this section is mainly taken from [7, 29].

4.2.1 Modeling Group-based�ality Assurance
Mechanisms

In this section we focus on two common quality assurance mechanisms,
the majority decision (MD) and an approach using a control group (CG)
to re-check a task. First, we describe the underlying assumptions and the
basic idea of the models.

Model Assumptions

We consider a Crowdsourcing platform with N workers. If a task is completed
by a set of workers, some of them might not correctly understand the task or
try to gain a bene�t from tricking the system. We assume that these workers do
not intentionally try to corrupt the task results, but rather submit results ran-
domly chosen from the set of all possible task results. However, it is not possible
to di�erentiate between workers who accidentally or deliberately submitted an
incorrect result by solely considering the task result. It is also not relevant for
the following assumptions. Therefore, we denote to workers submitting incor-
rect results as cheaters in both cases. The probability that a randomly chosen
tasks results is correct is 1� p

w|c, the probability that it is wrong pw|c. As only
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Figure 4.7: Majority Decision (MD) approach scheme.

cheaters submit incorrect results in our model, the probably of a non-cheater
submitting an incorrect result is p

w|c = 0.
The probability that a randomly chosen worker is a cheater is p

c

leading to
an overall probability of a wrong task result of p

w

= p

c

· p
w|c. To illustrate

this we have a look at a multiple choice test with one correct answer out of �ve
possibilities and a crowd of 100 workers including 10 cheaters. The probability
of choosing a cheater is p

c

= 10%, the probability for picking a wrong answer
when choosing randomly is p

w|c = 80%. This results in a probability for a
wrong answer p

w

= 8%.

Majority Decision Approach

The �rst approach (MD) uses a majority decision to eliminate incorrect results
and comprises the following steps illustrated in Figure 4.7. First, the employer
creates a new task (1) on the Crowdsourcing platform, which is automatically
replicated N

md

times (2). The replicated tasks are forwarded to N

md

di�erent
workers in the crowd (3), which complete the tasks and submit independent
results for each of the replications (4). The platform aggregates the results by
performing a majority decision (5), i.e., the result most of the workers submitted
is considered to be correct. Depending on a worker’s submitted result and the
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outcome of the majority decision, di�erent payouts are given to the workers (6).
The submission which was chosen by the majority of the workers is assumed to
be correct and forwarded to the employers (7).

A possible application for the MD approach are, e.g., object recognition tasks.
In these tasks, everyworkers submits a binary result, whether an image contains
a certain object or not. A correct labeling of the image is possible even if some
workers submit incorrect results as long as the majority of the workers tags the
image correctly.

The Control Group Approach

Our second approach (CG) is based on the use of a control group and is schemat-
ically depicted in Figure 4.8. The employer creates the main task on the crowd-
sourcing platform (1) and the task is directly forwarded to the crowd (2). Only
one worker completes this main task and submits a result (3). As soon as the
result for the main task is received, the crowdsourcing platform generates N

cg

control tasks (4). Each control tasks aims at obtaining one voting on whether the
main task has been performed correctly or not. The control tasks are then again
forwarded to the crowd (5) and completed by a group of N

cg

workers (6) dif-
ferent from the worker completing the main task. Again, a majority decision is
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performed on the results of the control tasks (7) and the main task is considered
to be correct, if themajority of the control groupworkers voted accordingly. The
worker completing the main task is paid depending on the rating of the majority
decisions, the worker in the control group depending on their individual voting
and the result of the majority decision (8). If the main task is rated valid, the
result is returned to the employer (8). Otherwise, the main task is repeated by
another worker until the �rst result is rated valid by the control crowd. This
step is left out in the illustration for the sake of readability. An important point
of this approach is that the main task and the “re-check” task are assumed to
have di�erent costs. Usually, the main task is expensive, while the control task
is cheaper, due to the di�erent levels of complexity.

One possible application of this approach is content creation task. Here, a
worker is supposed to write a text, e.g., based on given keywords. This task
is rather complex, time consuming, and thus also quite expensive. In order to
assess the quality of the content, the text is given to a control groupwhich judges
whether it matches the given set of keywords or not. Compared to the original
writing tasks, these tasks are easier and consequently also less expensive. Based
on the majority rating of the control group, the text is accepted or rejected.

4.2.2 Evaluation of the MD and the CG Approach

Both the MD and CG approach use a majority decision as building block in
order to verify the task results. In the following we have a closer look at the
number N

m

of workers used for this majority decision and how to optimize it,
to minimize the costs and maximize the reliability of the results. Afterwards, we
evaluate the probability of obtaining correct results for both approaches.

Group Size for Majority Decisions

We useN
m

randomworkers from the total crowd ofN workers for the majority
decision building block and obtain N

m

independent results. Each of the N

m

results is incorrectwith a probability of p
w

. Thus, the number of incorrect results
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X follows a binomial distribution X ⇠ BINOM(N
m

, p

w

). To obtain a correct
majority decision, the number of incorrect results has to be smaller than N

m

/2,
i.e., the probability of a correct majority decision p

m

is given by

p

m

(N
m

) = P

�
X <

N

m

2

�
=

bN

m

�1
2 cX

k=0

 
N

m

k

!
p

k

w

(1� p

w

)Nm

�k

, (4.1)

which is depending on the probability of a wrong task result p
w

, the group size
N

m

, and also the parity of the group, as we show in the following.
Assuming an even number 2n, n 2 N of workers which participate in the

majority decision. The maximal number of incorrect results, which still leads to
a correct majority decision is 2n/2� 1 = n� 1. Therefore, the probability for
a correct majority decision of an even group is

p

m

e

(2n) = P (X  n� 1) =

n�1X

k=0

 
2n

k

!
p

k

w

(1� p

w

)2n�k

. (4.2)

Assuming an odd number 2n � 1, n 2 N of workers which participate in
the majority decision, the maximal number of incorrect results still leading to
a correct majority decision is b(2n� 1)/2c = bn� 1/2c = n� 1. Hence, the
probability for a correct majority decision of an odd group is

p

m

o

(2n� 1) = P (X  n� 1) =

n�1X

k=0

 
2n� 1

k

!
p

k

w

(1� p

w

)2n�1�k

. (4.3)

Using Equation 4.3 and Equation 4.2 we show that using smaller groups of
odd parity yields the same or better results than an even group with one more
worker, for n � 2.

Theorem. The probability of a correct majority decision p
m

o

using an odd group
of 2n� 1 workers is equal to or greater than the probability of a correct majority
decision p

m

e

using an even group of 2n workers, for n 2 N ^ n � 2.

86



4.2 Accuracy and Costs of Group-based Validation Mechanisms

Proof. Base case n = 2: The probability for a correct majority decision using
an even number of 2n = 4 workers is

p

m

e

(2n) = P (X  n� 1) = P (X  1)

=

n�1X

k=0

 
2n

k

!
p

k

w

(1� p

w

)2n�k =
1X

k=0

 
4

k

!
p

k

w

(1� p

w

)4�k

= �3 · p
w

4 + 8 · p
w

3 � 6 · p
w

2 + 1.

The probability for a correct majority decision using an odd number of
2n� 1 = 3 workers is

p

m

o

(2n� 1) = P (X  n� 1) = P (X  1)

=

n�1X

k=0

 
2n� 1

k

!
p

k

w

(1� p

w

)2n�k =

1X

k=0

 
3

k

!
p

k

w

(1� p

w

)3�k

= 2 · p
w

3 � 3 · p
w

2 + 1.

The di�erence between p

m

o

(2n� 1) and p

m

e

(2n) is

p

m

o

(2n� 1)� p

m

e

(2n) = (2 · p
w

3 � 3 · p
w

2 + 1)

� (�3 · p
w

4 + 8 · p
w

3 � 6 · p
w

2 + 1)

= 3 · p4
w

� 6 · p3
w

+ 3 · p2
w

= 3 · p2
w

(p2
w

� 2 · p
w

+ 1)

= 3 · p2
w

(p
w

� 1)2 � 0, with 0  p

w

 1.
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Induction hypothesis: Suppose the theorem holds for all values up to n 2 N.

p

m

o

(2n� 1) � p

m

e

(2n)

n�1X

k=0

 
2n� 1

k

!
p

k

w

(1� p

w

)2n�1�k �
n�1X

k=0

 
2n

k

!
p

k

w

(1� p

w

)2n�k

Induction step: n ! n+ 1:

p

m

o

(2(n+ 1)� 1) = P (X  (n+ 1)� 1)

=

(n+1)�1X

k=0

 
2(n+ 1)� 1

k

!
p

k

w

(1� p

w

)2(n+1)�1�k

substitute:m = n + 1 =

m�1X

k=0

 
2m� 1

k

!
p

k

w

(1� p

w

)2m�1�k

Induction hypothesis �
m�1X

k=0

 
2m

k

!
p

k

w

(1� p

w

)2m�k

resubstitute =

(n+1)�1X

k=0

 
2(n+ 1)

k

!
p

k

w

(1� p

w

)2(n+1)�k

= p

m

e

(2(n+ 1))

Using Equation 4.2 and Equation 4.3 we can numerically evaluate how many
workers are needed for the 99% quantile of a correct majority decision using a
group with even or odd parity for di�erent values of p

w

. The results are depicted
in Figure 4.9. Note that the y-axis is in logarithmic scale.

From Figure 4.9 we can observe two �ndings. First, we can at least save one
worker when using an odd instead of an even group size without reducing the
quality of the majority decision. Second, the higher p

w

is, the more workers
can be saved using an odd group size. An intuitive explanation for the observed
e�ects are possible draws that occur using an even group size. In the previous
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Figure 4.9: 99% Quantile of the required number N
m

of workers for a correct ma-
jority decision depending on the probability of a wrong task result p

w

.

considerations the draw events were also subsumed as incorrect majority de-
cision result as no �nal conclusions could be drawn from this result. To avoid
these e�ects we only use odd group sizes for majority decisions in the remainder
of this work.

�ality Comparison of MD and CG Approach

Next we compare the MD and the CG approach with respect to their capabil-
ity of detecting invalid results. To compare both approaches, we use the same
number of workers N

m

for the MD approach and for the control group of the
CG approach, i.e. N

md

= N

cg

= N

m

. Further, to improve the readability we
use p

m

instead of p
m

(N
m

).
Having a look at the MD approach, we need to evaluate whether the group

made a correct or an incorrect decision. The probability for a correct result using
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the MD approach pmd is the same as the one given in Equation 4.1. Thus,

p

md

= p

m

. (4.4)

The probability for an incorrect MD result p
md

is given by

p

md

= 1� p

m

. (4.5)

For the CG approach we have to di�erentiate if the worker’s and the control
group’s results are correct or not. This results in four possible cases are:

Main worker

Correct result Incorrect result

Control
group

Correct
decision

Correct task approved
(CA)

Incorrect task disap-
proved (CA)

Incorrect
decision

Correct task disap-
proved (CA)

Incorrect task approved
(CA)

We assume that our crowd is very large, thus the main worker and the work-
ers from the control group do not know each other. Hence, the cheating prob-
ability of the main worker p

w

and the probability of a wrong control group
decision 1� p

m

are independent and the probabilities of the possible outcomes
of the CG approach are given by:

Main worker

Correct result Incorrect result

Control
group

Correct
decision

P (CA) = p
CA

=

(1 � p
w

) · p
m

P (CA) = p
CA

=

p
w

· p
m

Incorrect
decision

P (CA) = p
CA

=

(1 � p
w

) · (1 � p
m

)

P (CA) = p
CA

=

p
w

· (1 � p
m

)

Consequently, the probability for a correct result using the CG approach pCG

is hence given by
p

cg

= p

CA

+ p

CA

= p

m

, (4.6)
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and the probability for an incorrect result using the CG approach pCG by

p

cg

= p

CA

+ p

CA

= 1� p

m

. (4.7)

Comparing p
md

and p
cg

, we see that both the MD and the CG approach have
the same probability of producing a correct result

p

md

= p

cg

= p

m

, (4.8)

but they di�erer among their applicability for di�erent crowdsourcing tasks and
their costs, as we show in the next sections.

4.2.3 Cost Model for the MD and CG approach

The presented techniques are intended to be used in real crowdsourcing appli-
cations, thus the economic aspect is important and has to be considered. To this
end, we develop a cost model for both approaches in the following.

Cost Model

Eachworkerwho submits a correct task result is paid c
c

, eachworker submitting
an incorrect result is paid c

w

. In general c
c

� c

w

and often incorrect submis-
sions are not paid at all, i.e., c

w

= 0. Approving an invalid task does not only
waste money, but has further negative impacts, e.g., encouraging workers to
cheat. To account for these negative e�ects, we introduce costs c

fp

for a “false-
positive approval”, if an invalid task is not detected. Not paying for correct work
has negative in�uences, too, as workers stop working for this employer. Hence,
we use a penalty c

fn

for a “false-negative approval”, if a correct task is assumed
to be invalid. As mentioned above, the control task in the CG approach is usu-
ally easier than the main task and paid di�erently. Thus, we use di�erent costs
for the control tasks, c

cc

,c
cw

, c
cfp

, and c
cfn

, which we assume to be lower than
their corresponding costs from the main task.
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We now calculate the expected costs for both approaches. We use
N

md

= N

cg

= N

m

workers, consequently, the probability for a correct MD and
CG approach result is p

m

. This analysis helps employers to decide, which ap-
proach is cheaper for a given use cases.

First we consider the MD approach. When performing a majority decision
using N

md

workers, we receive N
mdc

correct results and N

mdc

wrong results
from the workers, with

0  N

mdc

 N

md

, 0  N

mdc

 N

md

, and N

md

= N

mdc

+N

mdc

.

As we use odd group sizes, the MD approach always returns a result which is
assumed to be correct.

If the majority decision is correct (N
mdc

<

N

md

/2), the workers who sub-
mitted correct results are paid c

c

, the workers who submitted wrong results
are paid c

w

. However, if the majority of the workers submits a wrong result
(N

mdc

� N

md

/2), this result is assumed to be correct. Thus, the workers who
submitted wrong results are paid c

c

and each worker who submitted a correct
result is paid c

w

. In this case there are also additional costs for the false positive
approval of the task and the rejection of the correct ones. This results in the
conditional costs C

md,N

mdc

for N
mdc

wrong results, with

C

md,N

mdc

=

8
<

:
N

mdc

· c
w

+N

mdc

· c
c

, N

mdc

<

N

md

/2

N

mdc

· (c
c

+ c

fp

) +N

mdc

· (c
w

+ c

fn

), N

mdc

� N

md

/2.

(4.9)

Using the conditional costs C
md,N

mdc

, we can now calculate the expected
costs E[c

md

](N
md

, p

w

) of the MD approach in dependency of the number of
workers N

md

involved and the probability p

w

of a wrong task result. For sake
of readability, we use c

md

instead of E[c
md

].
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c

md

=

mX

i=0

C
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mdc
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=
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�1
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X

i=0

C
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mdc
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+

N

mdX

i=

l
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md
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md,N

mdc
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Eq. 4.9 =

j
N

md

�1
2

k

X

i=0

(N
mdc

· c
w

+N

mdc

· c
c

) · P (N
mdc

= i)

+

N

mdX

i=

l
N

md

2

m
(N

mdc

· (c
c

+ c

fp

) +N

mdc

· (c
w

+ c

fn

)) · P (N
mdc

= i).

(4.10)

Next, we have a closer look at the CG approach. In the CG approach one
worker is working on the main task, which costs c

c

if the worker completes it
successfully, otherwise the worker is paid c

w

. Recall that the main task is con-
trolled byN

cg

workers, which impose additional costs. Each of theN
cg

workers
who submitted the same results as the majority of the control crowd is paid c

cc

,
the rest of the workers c

cw

. Similar to the MD approach there are penalties for
approving wrong results and rejecting correct results.

The costs vary, depending on whether the worker of the main task is cheating
or not, and whether the control crowd rates the result of the main task correctly.
To calculate the total expected costs E[c

cg

] we have to consider four cases.
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Main worker

Correct result Incorrect result

Control
group

Correct
decision

c
CA

= c
c

+ c
md

c
CA

= c
w

+ c
md

Incorrect
decision

c
CA

= c
w

+c
md

+c
fn

c
CA

= c
c

+c
md

+c
fp

In each of the four cases, the control crowd is paid. Aswe use the same number
of workers for the control crowd in the CG approach as for the majority decision
in the MD approach (N

m

= N

md

= N

cg

), the cost of the control crowd in the
CG approach are calculated using Equation 4.10 and the costs c

cc

, c
cw

, c
cfp

,
and c

cfn

. Now we have a closer look at the varying costs. If the main worker
submits a correct result and the control crowd approves it, then there are only
the additional costs c

c

for the payment of the main worker. Similarly, if the
main worker submits a wrong result and the control crowd realizes this and
disapproves the task. In that case the worker is paid c

w

. If the control crowd
falsely disapproves a correct main task, the main worker is paid c

w

as his work
is assumed to be incorrect and a penalty of c

fn

is added. If the control approves
an incorrect task, the main worker is paid c

c

for his result and a penalty c

fp

is
added for the incorrect approval.

In the CG approach, the main task is repeated until the control crowd rates
it to be correct. This happens, if a correct main task is approved (CA) or if a
wrong task is approved (CA). Thus, the probability P (cgapprove) of approving
the main task is

P (cgapprove) = P (CA [ CA) = p

CA

+ p

CA

= p

m

+ p

w

� 2 · p
m

p

w

,

and the number of repetitions R until the main task is approved follows a geo-
metrical distribution

P (R = n) = P (cgapprove) · (1� P (cgapprove))
(n�1)

.
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The expected costs E[c
cg

] of the CG approach consist of E[R]� 1 times the
cost c

disapproval

for disapproving the main task and once the costs c
approval

for
approving the main task. Both costs are again depending on whether the control
crowd made a correct decision or not.

E[c
approval

] = P (CA|cgapprove) · cCA

+ P (CA|cgapprove) · c
CA

E[c
disapproval

] = P (CA|cgdisapprove) · c
CA

+ P (CA|cgdisapprove) · c
CA

.

The expected costs E[c
cg

] of the CG approach can now be calculated as fol-
lows. For sake or readability, we use R instead of E[R], c

cg

instead of E[c
cg

],
c

approval

instead of E[c
approval

], and c

disapproval

instead of E[c
disapproval

].

c

cg

=c

approval

+ (R� 1) · c
disapproval

=
p

CA

P (cgapprove)
· c

CA

+
p

CA

P (cgapprove)
· c

CA

+

(R� 1) ·
✓

p

CA

P (cgdisapprove)
· c

CA

+
p

CA

P (cgdisapprove)
· c

CA

◆
. (4.11)

After developing a cost model for the MD and CG approach, we now evaluate
the costs of both approaches for di�erent exemplary task types.

Impact of the di�erent costs factors of the MD and CG approach

The presented cost model includes di�erent cost factors which, depending on
p

w

, contribute more or less to the total costs of the approach. In the following
we have a closer look at the composition of the overall costs depending on p

w

.
Figure 4.10 shows the total costs of the MD approach depending on p

w

and the
contribution of the individual cost factors to the total costs. c

c

, c
w

, c
fp

, and c
fn

are all set to 1 and N

md

=11 workers are used.
First we have a look at the total costs. In this example, the minimal costs are

11 for p
w

= 0. Here, all N
md

=11 workers submit the correct result and are
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Figure 4.10: Cost factors of the MD approach.

therefore paid c

c

= 1. Further not additional costs occur here. With increasing
p

w

also the total costs increase, with a maximums at p
w

= 1. This results from
all workers being paid the same amount no matter if they vote according the
majority or not (c

c

=c
w

=1) and the increasing probability for the penalties c
fp

and c
fn

with the increase of p
w

. For di�erent values of c
c

, c
w

, c
fp

, and c
fn

, the
costs c

md

might become minimal for p
w

6= 0.
Next, we focus on the contributions of the di�erent cost factors depending

on p

w

. Note that the contributions of the cost factors have been normalized, so
that to the sum of the cost factors equals to one for all p

w

. First, we have a look
at c

c

. As the probability for a wrong answer p
w

is zero, all workers are paid
c

c

, consequently the total costs are only in�uenced by c

c

With the increase of
p

w

, some workers are submitting wrong results and are no longer paid c

c

, but
other cost factors start contributing to the total costs. Thus, the share of c

c

with
respect to the total costs decreases. For, large values of p

w

, the wrong results
are no longer detected and again more workers are paid c

c

, even if they sub-
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Figure 4.11: Cost factors of the CG approach.

mitted invalid results. Consequently, the impact of c
c

again slightly increases.
c

w

is complementary to c
c

as each worker who is not paid c
c

receives c
w

. With
p

w

increasing, also the probability of a wrong majority decision increases. This
results in a larger contribution of c

fp

, as wrong answers are more likely to be as-
sumed correct. This is similar for c

fn

. As p
w

increases, more correct results are
assumed to be incorrect and the contribution of c

fn

increases. However, with
increasing p

w

also the number of correct answers decreases and consequently
the impact of c

fn

decreases again for large values of p
w

.
Figure 4.11 shows the expected costs of the CG approach depending on p

w

and
the contribution of the individual cost factors. c

w

, c
fp

, and c

fn

are set to 1 and
N

cg

=3 workers are used for the control task with c

cc

= c

cw

= c

cfp

= c

cfn

=

1. The main task should be paid higher than the control task, thus we set c
c

=2.
Again we �rst focus on the total costs of the approach. Similar to the MD

approach, the lowest costs can be observed for p
w

= 0. Here, the main task
has to be performed only once and also the control group correctly approves
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the task. For increasing values of p
w

also the costs increase, however in con-
trast to the MD approach, a maximum is reached for p

w

6= 1. Thereafter, the
costs decrease again. This can be explained by the fact that with increasing p

w

it becomes more likely to detect an invalid main task. In this case, the main task
has to be repeated and another majority decision has to be performed by the
control group leading to additional costs. As p

w

increases further, the control
group becomes more likely to no longer detect invalid task submissions. This
in turn again decreases the number of repetitions until main task submission
is approved, and consequently the number of performed majority decisions in-
cluding the resulting costs.

This can also be observe when having a look at the contribution of the indi-
vidual cost factors. We see that the impact of c

md

�rst increases with p

w

and
later slightly decreases again for very high values of p

w

. c
c

has the highest im-
pact for low values of p

w

, however, its impact decreases for higher values of
p

w

, since here the repeated majority decisions of the control group become a
larger cost in�uencing factor. Similar to the MD approach, the impact of c

w

is
complementary to c

c

as every main worker is either paid c

c

or c
w

. c
fp

and c

fn

behave similar than for the MD approach.

4.2.4 Identification of Optimal Validation Mechanisms

In the following we use the developed cost modes to identify the cost-optimal
approach for di�erent kinds of crowdsourcing tasks, i.e. routine, complex and
creative tasks.

Routine Tasks

Routine tasks are typically low paid with c

c

= 1 for the main task. The task of
re-checking the main task should not be higher paid, thus, c

cc

= 1 for the
control task. Workers submitting wrong results are generally not paid, thus
c

w

= c

cw

= 0. The costs caused by not detected cheating workers are very
low in this case, but as the worker might be encouraged to continue cheating
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Figure 4.12: Costs of a routine task dependent on the probability of a wrong task
result p

w

.

we impose a penalty for each approval of an invalid task of c
fp

= 1. Refusing
to pay a worker who completed his task, will stop the worker from working for
this employer. However, the crowd contains many workers who can complete
simple tasks, the penalty c

fn

= 1 is low. For the control crowd we also use
the same penalties c

cfp

= c

cfn

= 1. The group size for the majority decision
building block in both approaches is N

md

= N

cg

= 5.

The resulting costs depending on p

w

for both approaches are shown in Fig-
ure 4.12. For low values of p

w

, c
md

slightly decreases as the workers voting
against the majority are no longer paid. With a further increase of p

w

, we
see the same e�ects as shown in Figure 4.10, without the contribution of c

w

.
The development of c

cg

di�ers slightly from the one depicted in Figure 4.11, as
c

cw

= c

w

= 0 and N

cg

= 5 but shows the same e�ects. Due to the larger con-
trol group here, the costs increase faster if the main task and the control groups
decisions have to be repeated leading to a sharper maximum.
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For very small and very large values of p
w

the costs c
md

and c

cg

di�er only
a bit. Still, in the case of a routine task, the costs of the CG approach are always
higher than the costs of the MD approach, since c

cc

= c

c

and c

fp

⇡ c

c

. Thus,
the MD approach should be preferred for routine tasks.

Complex and Creative Tasks

Complex and creative tasks are usually higher paid then routine tasks due the
higher skill requirements. Thus, we set c

c

= 5 in this case. However, workers
producing results with minor quality are also not paid for this kind of tasks,
i.e., c

w

= 0. Even if the main task is complex, checking the quality of the tasks
should be more simple and consequently the reward for the control group work-
ers is smaller then the reward for the main tasks. In our example, each member
of the control group is paid c

cc

= 1 if he rates according to the majority, oth-
erwise he is paid c

cw

= 0. Accepting invalid main tasks can signi�cantly a�ect
the employer for these kind of tasks, thus the penalty for approving low quality
texts is very high c

fp

= 20. Besides this, quali�ed workers for the main task
are rare and losing one of them is not desirable. Therefore, we assume c

fn

= 5.
The control crowd workers do not require special quali�cations and a few miss-
ratings can be tolerated, thus we choose c

cfn

= c

cfp

= 1. The group size for
both approaches is again N

md

= N

cg

= 5.
The resulting costs are depicted in Figure 4.13. c

md

and c

cg

show a similar
shape to that for the routine task. However, observe that in this case the CG
approach with c

cc

= 1 is always cheaper than the MD approach, since the
penalty for false positive approvals is high and the costs for the control task
c

cc

< c

c

are low. If the costs for the control task are raised to c
cc

= c

c

= 5, the
CG approach only performs better than MD for p

w

> 0.52.
Using these results we derive a guideline for complex and creative tasks. If

the cost ratio c

cc

/c

c

⌧ 1 holds, the CG approach should be favored. Otherwise,
a more detailed analysis is required. Therefore, we have a look at the impact of
c

fp

and c

fn

on the choice of the optimal validation approach.
For this analysis we use N

md

= N

cg

=5 and normalize all costs to c

c

. c
cc

is
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Figure 4.13: Costs of a complex or creative task depending on the probability of a
wrong task result p

w

generally smaller than c

c

, thus we choose c
cc

= c

c

/2 for this analysis. As a few
miss-ratings of the control-crowd are tolerable we use c

cfp

=c
cfn

=c
cc

. Similar
to the previous example we set c

w

= c

cw

= 0. In order to analyze the impact of
c

fp

and c

fn

we vary both penalties from c

c

to 10 · c
c

and determine the costs
for both approaches for di�erent values of p

w

.
Figure 4.14 visualizes the cost-optimal approach depending on c

fp

and c

fn

for four exemplary values of p
w

. The x-axis shows the values of c
fn

and the
y-axis shows the values of c

fp

. Both are normalized to c

c

. The colored ar-
eas indicate the cost optimal approach for each parameter setting. It has to
be noted that borders of the colored areas being a stair function as numerical
inaccuracies occure here.

Consider the example of p
w

= 0.4. If the penalty for approving an invalid
task c

fp

is higher than 2.5c
c

, which is often the case for complex and creative
tasks, the CG approach is always superior to the MD approach in terms of the
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Figure 4.14: Cost-optimal approach in dependency of di�erent penalties for false
positive c

fp

and false negative c
fn

approvals.

costs. In case the penalty for approving an invalid task c
fp

and also the penalty
for rejecting a valid one c

fn

are rather low ( c
fp

< c

c

and c

fn

< c

c

), which
often applies to routine tasks, the MD approach should be used. In general the
results depicted in Figure 4.14 show that for c

cc

/c

c

6⌧ 1, p
w

, c
fp

, and c

fn

have
to be considered while choosing the cost-optimal validation approach. However,
if p

w

, c
fp

, and c

fn

are known, the cost optimal approach can be determined
numerically using Equation 4.10 and Equation 4.11.

Cost-�ality Optimization Guidelines for Complex and Creative Tasks

Finding a trade-o� between quality and the costs for complex and creative tasks
is important as they are in general more expensive than routine tasks. We saw
previously that the CG approach outperforms theMD approach in terms of costs
in most cases. Hence, we will focus on the CG approach in the following.

In order to reduce the total costs c
cg

, a smaller control crowd can be used.
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Figure 4.15: Total costs c
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depending the probability of a correct result using the
CG approach p
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and the probability of a wrong task result p
w

.

However this negatively a�ects the probability of obtaining a correct result as
p

cg

decreases with the group size. Consequently, a trade-o� between c

cg

and
p

cg

exists. For our evaluation we use the previous example with c
c

= 5, c
w

= 0,
c

fp

= 20, c
fn

= 5,c
cc

= 1,c
cw

= 0,c
cfp

= 1, c
cfn

= 1, and N

cg

= 5.

Figure 4.15 depicts the costs of the CG approach c

cg

depending on the
probability of a correct result p

cg

for di�erent values of p

w

. Our analy-
sis showed that c

cg

remains almost constant for p

cg

< 0.5, therefore, we
focus only on p

cg

� 0.5. We observe that c
cg

increases with p

w

and p

cg

. A
higher probability of a correct task result p

cg

needs more workers leading to
higher costs. Also with an increase of p

w

more workers are required to achieve
a valid result. For a small value of p

w

the in�uence of p
cg

on the costs is only
marginal and increasing the probability of obtaining a correct result is rather
cheap. For high values of p

w

the costs increase tremendously with p

cg

, which
makes an detection improvement extremely expensive.
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We can assume that an employer can approximately determine p
w

based on
the results of previous tasks. Hence, our model allows him to make a trade-o�
between costs and result quality according to his needs, by calculating the re-
quired N

m

. To illustrate this, we have a look at two examples with p

w

= 0.4.
Assume an employer wants to spend c

cg

= 30 for the campaign. We can de-
rive from Figure 4.15 that p

cg

will be about 0.77. For p
w

= 0.4 Equation 4.1
can be solved numerically to N

cg

=
ln(1�p

cg

)+1.0404

�0.0310

and we can calculate the
required control group sizeN

cg

= 25. The second use case is an employer who
demands p

cg

= 90% for his campaign. We can calculate the required group size
N

cg

= 40 and derive c
cg

⇡ 57 from Figure 4.15.

Another approach for saving costs is using well trained workers, i.e., reduc-
ing p

w

. To analyze the impact of trained workers on c

cg

, we determine the 99%
quantiles of the required numberN

cg

of workers for a correct decision depend-
ing on p

w

. Using these group sizes, we calculate the costs of the CG approach
and the savings as di�erence between the calculated values and the costs for the
CG approach for p

w

= 0.4. The cost savings normalized by the cost of the CG
approach for p

w

= 0.4 are shown in Figure 4.16.

We observe that using optimal workers p
w

= 0 can save about 95% of the
costs, compared to a group of workers with p

w

= 0.4. It also show that even
groups with larger values of p

w

still reduce the costs signi�cantly. This results
from the huge amount of workers required for the control group if p

w

increases.
In general, well trained workers are more expensive than untrained workers.
However, due to the large cost saving potential of these trained workers, they
might nevertheless be more cost e�ective than untrained ones.

Creative and complex tasks require special skills. In order to attract skilled
workers, these tasks are better paid than routine tasks. But the costs c

cg

for a
task using the CG approach are split between the main task worker and the
control group workers, with the control group being a signi�cant cost factor as
shown in Figure 4.11. Thus, there is a trade-o� between the available money for
the main worker and the result quality.
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Figure 4.16: Savings due to the usage of well-trained workers.

To analyse this trade-o�, we de�ne the overhead costs ccg-overhead for the CG
approach, which include all costs except the reward for the correct main task
c

c

. Consequently, for a �xed budget b, the maximal available salary c

c

can be
calculated by,

c

c

= b� ccg-overhead.

The overhead costs ccg-overhead can be determined by using the cost model of the
CG approach and setting c

c

=0.

For the further evaluation, we introduce the quotient " = c

c

/b as a measure
for the e�ciency of the cost distribution, i.e., how much of the total costs can be
invested in the reward for the main task. " = 1 means that the entire budget is
spent for the main task. Figure 4.17 depicts " for di�erent budgets b and di�erent
probabilities of a correct control group decision p

cg

.

The intersection of the curves and the x-axis marks the minimum required
task budget for the given p

cg

. At this intersection point, no salary for the main
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Figure 4.17: E�ciency of the cost distribution " depending on the budget b and vary-
ing probabilities of a correct control group decision p

cg

.

task is available. With increasing budget b, more salary for the main task is
available as ccg-overhead remains constant. For large budgets, the main task salary
is the biggest part b. The intersections of the curves and the x-axis move to the
right for higher p

cg

, which shows that the task becomes the more expensive
the higher the aimed probability of a correct result is. With higher p

cg

also the
e�ciency of the cost distribution degrades quickly and a large amount of the
budget is spent on the control crowd instead of the main worker. Therefore, an
employer has to consider carefully the required p

cg

.

4.3 Lessons Learned

In the �rst part of this chapter, we showed that monitoring the worker’s inter-
actions with the task interface allows for assessing the quality of worker results.
To show the suitability of this approach, we implemented a web-based language
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skill test based on texts taken from the Simple English version of Wikipedia
and multiple choice questions about the texts’ content aiming at literal compre-
hension, reorganization, and inference. The task interface was equipped with
server- and client-side monitoring that can easily be integrated most of to-
day’s web-based crowdsourcing tasks and tracks the workers interactions, e.g.,
scrolling behavior and clicks.

In February 2013, we acquired 215 workers to participate in the test using the
crowdsourcing platform Microworkers.com. Even if only 2% of the participants
were native speakers, 18% of the participants achieved themaximum score in the
test and 71% of the participants reached the quali�cation threshold that was set
to 50% of the test points. Comparing the test scores and the test completion times
of the workers, we derived completion times below 3 min as a �rst indicator
for identifying low quality results in our exemplary task. However, a deeper
analysis of completion times showed that additional measures are necessary as
four workers completed the test o�ine in advance resulting in high test scores
at very small completion time. Additionally many tests were completed in 3 to
25 min with highly varying test scores. All but two workers, who spend more
than 25 min passed the test successfully.

To better understand the varying test scores of the submissions taking 3 to
25 min, we introduced the concepts of working phases. The working phase for
a text describes the time a text is visible on the screen. The working phase for
a question describes the di�erence between the timestamp of the �rst time the
worker could have possibly seen the questions on a text and the timestamp of
the last answer given for all questions on a text. For the analysis we de�ned two
worker groups, quali�ed workers with scores of at least 50% of the maximum
test score and non-quali�ed workers with test scores below this threshold. We
showed that the quali�ed workers spent signi�cantly more time in the working
phases than the non-quali�ed workers and that the time spent by the quali-
�ed workers even increases during test. In contrast, non-quali�ed workers of-
ten spent less than the minimum reading time of 6 sec and minimum answering
time of 25 sec in the working phases.
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Further, we introduced the consideration time which is the time between the
�rst time a worker saw a question and the time the worker changed his answer
for this question for the last time. Again the quali�ed workers took more time
to answer the questions and we observed that the quali�ed workers also spend
more time on di�cult questions, i.e., inference and reorganization, than on sim-
ple comprehension questions. The test also showed that wrong answers, which
are plausible but not in the text tend to attract fast clicking workers.

Finally we showed that it is possible to classify a worker as quali�ed or non-
quali�ed based on the introducedmeasures and the completion time. The overall
accuracy of the trained support vector machine amounted to 88.67%, the class
precision for quali�ed workers to 93.06%.

The implemented approach shows the potential of interaction monitoring as
an additional method of assessing the reliability of workers. In contrast to tra-
ditional approaches, like gold standard data, this method does not impose addi-
tional work load to theworkerswhichwould result in higher costs. Furthermore,
it also does not require the creation of training data sets and can be applied to
any kind of task, even if it includes subjective ratings. A speci�c interaction
model is required for every task, but Kazai et al. [100] recently showed that the
behavior of experts can be used as gold standart here. Still, the task interface has
to be designed appropriately. Further, it has to be guaranteed that the privacy
of the workers is preserved while applying the monitoring techniques.

In the second part of the chapter we focused onwork�ow based quality assur-
ance mechanisms. Here, we evaluated the trade-o� between costs and quality
for a majority decision where all workers perform the same task and a con-
trol group based approach where one worker performs the tasks and a group
of workers assesses the quality of the task. To analyse the trade-o� we devel-
oped a mathematical model for each approach that captures the probability of
obtaining a correct result and the related costs. Using this model we proved that
avoiding even groups of workers in majority decisions results in cost saving
while keeping the same result quality. Further we showed that both approaches
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lead to the same result quality if the same number of workers is used for the
majority decision and the control group.

The cost model for both approaches enabled us to identify the cost-optimal
mechanisms for routine and complex tasks:

• If the costs of the main task and the task of the control group do not di�er
signi�cantly, a majority decision is more cost e�ective. This is usually the
case for routine tasks.

• For complex and creative tasks, the main task is often di�cult, while con-
trolling the task result is rather easy. This results in lower costs for the
control group tasks compared to the main task. Here, a control group ap-
proach is better then a majority decision approach, but only if the costs
di�er signi�cantly.

• If the costs for the control group task and the main task are only slightly
di�erent, the identi�cation of the cost-optimal approach is more di�cult.
In this case also the costs resulting from accepting invalid results and
discarding valid results have to be considered.

Finally, we showed how the model for the control group approach can be ap-
plied for �nding trade-o�s between the cheat detection quality and the resulting
costs. It was found that individual error probabilities of the workers have a sig-
ni�cant negative in�uence on the costs and that a smaller group of high quali�ed
workers can lead to large savings despite their higher salary.

The models developed in the second part of the chapter can help employers
on crowdsourcing platforms identifying cost-optimal quality assurance mecha-
nisms for a large range of tasks. Further, the models can also be easily extended,
e.g., to incorporate inhomogeneous error probabilities, or adapted to other qual-
ity assurance mechanisms like expert reviews [101].
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Crowdsourcing is not only subject of ongoing research, e.g., for optimizing the
result quality, but also became a valuable tool for researchers who also ben-
e�t from the easy and cost-e�ective access to a huge human workforce. This
workforce enables the creation of extensive training sets for arti�cial intelli-
gence research, e.g. [102, 103], the processing of a large amount of image data
for astronomic [104] and medical [105] research, or conducting psychological
tests [106, 107]. However, similar to commercial applications of crowdsourcing,
the limitations of the crowdsourcing approach as well as the special require-
ments for crowdsourced tasks, e.g., additional quality control mechanisms, have
to be considered while using crowdsourcing as research tool. Furthermore, ex-
isting research methodologies need to be adapted when transfered from existing
test setting to the crowd.

In the remainder of this chapterwe present two exemplary use cases of crowd-
sourcing in scienti�c research. First, in Section 5.1, we use crowdsourcing as a
recruiting instrument to acquire users for network measurements. We illustrate
that crowdsourcing based network measurements can be used complementary
to traditional approaches in order to gain a broader and more realistic view on
the current Internet infrastructure and its usage. To make full usage of this ap-
proach, we develop guidelines and best practices on how to conduct crowd-
sourcing based network measurements. In Section 5.2, we detail on an orthog-
onal use case, namely crowdsourcing based Quality of Experience tests. This
poses di�erent challenges as crowdsourced network measurements mostly de-
pend on the crowdsourcing workers’ devices as measurement probes. In con-
trast crowdsourced quality of experience tests focus on the collection of large

111



5 Use-Cases of Crowdsourcing

numbers of subjective judgements. Due to the subjective nature of the workers’
judgement the identi�cation of reliable workers and the application of quality
control mechanisms is challenging. Again, we illustrate the bene�ts of taking
Quality of Experience tests to the crowd, show existing limitations, and give
practical advises for a successful test design. Section 5.3 concludes this chapter.
Note that, the content of this chapter is published in [1, 3].

5.1 Crowdsourcing-Based Network Measurements

Measurements are crucial to shedding light on eventual issues, supporting the
understanding of arising problems, and improving system design of the current
Internet infrastructure and network infrastructures in general. Such measure-
ments must cover several technical aspects, e.g., signal strength or radio cover-
age on the link layer and topology, routing and dynamic tra�c changes on the
network layer. For optimizing the QoE as perceived by users, however, applica-
tion layer measurements on the end user device and subjective studies at the user
level are gaining importance. Additionally, they help to identify current and fu-
ture network challenges and their e�ects on end users. All in all, measurement
probes are required both within the network to measure technical parameters,
and on the edge of the network to measure the QoE of individual users for spe-
ci�c applications.

Currently, coarse measurements are conducted via

1) passive observations of tra�c in cooperation with Internet Service
Providers (ISPs) and network operators,

2) actively running experiments in testbeds, either in isolation or connected
to the public Internet, or

3) asking voluntary participants to run a measurement tool.

The value of those measurement tools is unquestionable, however, it is still
not possible to cover all networking related aspects. Therefore we propose
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an extension of this toolset by introducing Crowdsourced Network Measure-
ments (CNM) as an additional mean for researchers to complement the view
and broaden the scope of previous techniques.

The remainder of this section is structured as follows. Section 5.1.1 reviews
existing network measurement techniques. The concept of CNM is introduced
in Section 5.1.2, and its advantages and challenges are discussed. Section 5.1.3
discusses di�erent parameters considered when designing network measure-
ments and to what extent they can be realized with the di�erent techniques.
Furthermore, a comparison of CNM and existing measurement methods is avail-
able here. Section 5.1.4 illustrates the advantages of CNM using some exem-
plary use cases. Practical guidelines for conducting CNM and avoiding com-
mon pitfalls are given in Section 5.1.5. The content of the following sections
is taken from [1].

5.1.1 Existing Network Measurement Techniques

As mentioned earlier, network measurements are primarily conducted us-
ing existing infrastructure at an ISP, in testbeds, or with the help of vol-
untary participants. In the following, we detail on the basic principles of
these di�erent approaches.

Network Measurements by ISPs

ISPs have direct access to their network components, e.g., routers and Points-
of-Presence, and thus they are able to gain detailed knowledge about their net-
work. This includes entire information about the structure of the network and
the tra�c within the network. Measurements of application behavior are pos-
sible to a certain extent by using advanced tools that extract information from
packet traces, e.g., using deep-packet inspection methodologies [108–110]. On
the downside, the amount of data that must be processed causes new challenges,
but sampling strategies and today’s processing power allow easy scaling to sev-
eral Gb/s [111]. This type of measurement allows to draw a very accurate picture
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of a speci�c part of the Internet. The ability to perform passive analysis using
o�-the-shelf hardware has made such measurements quite popular among the
research community. Here, research focuses on novel methodologies to extract
increasing amounts of valuable information from passive traces.

Distributed Testbeds

Testbeds, such as PlanetLab [112], M-LAB [113], GENI [114], and GLab [115],
consist of hundreds of nodes located inside a country or spread around the globe.
What is common to these testbeds is that they allow running distributed exper-
iments in a well-speci�ed environment that supports even complex measure-
ment setups. In contrast to ISP measurements, testbeds o�er the possibility of
a broader view of the Internet, due to the distributed geographical locations
and the di�erent Internet connections of the nodes. Consequently, testing novel
applications on PlanetLab has become the de facto standard in the research com-
munity. Similarly, PlanetLab is popular for running active measurements. How-
ever, a signi�cant drawback is the limited and often special location of testbed
nodes that decreases the generality of results [116].

Voluntary Participation of Internet Users

Another possible means of performing network measurements relies on volun-
tary participants. DIMES [117], iPlane [118], or DipZoom [119] are among the
�rst attempts in this direction. These measurement tools have been made avail-
able to the community and volunteers asked to participate in these experiments.
However they are still not widely used on residential hosts, but the majority of
the participating hosts are PlanetLab nodes with some nodes from academia.

To access a broader range of end user devices, projects attempt to ease the
installation of software. One technique employed is distributing plug-ins for
popular software to conduct measurements, e.g., creating a Firefox browser
extension [120] or distributing a plugin for BitTorrent clients [121, 122]. An-
other idea is providing measurement devices to end users as done by Sam-

114



5.1 Crowdsourcing-Based Network Measurements

Knows [123] or Ripe Atlas [124] to create large testbeds. Finally, applications
such as Skype or the streaming solution by Conviva [125] embed network mea-
surement tools to monitor a speci�c service and provide collection information
for the service owner.

In contrast to paid crowdsourcing, no monetary incentives are involved here.
However, a thoughtful incentive design including, e.g., the type of incentive
and when to grant it is crucial for motivating a su�cient number of partici-
pants in a voluntary measurement context. Some of the projects provide in-
centives, e.g., access to the observed information, access to other participat-
ing measurement probes, or improvement of the participant’s network perfor-
mance [126]. However, these incentives primarily target interested and experi-
enced technical users or other researchers. To reach a broader group, incentive
mechanisms must be adapted depending on the required target group of partici-
pants and the actual desired measurements, causing incentive design to become
a di�cult challenge [3].

5.1.2 Crowdsourcing-Based Network Measurements

Our proposal to complement the existing network measurement techniques,
is the use of paid crowdsourcing as an additional method to acquire re-
sults from end users. In this section, we detail on the advantages and chal-
lenges related to this technique, and the resulting strengths, weaknesses,
opportunities and threads.

Reusing the categorization from Section 2.1.3, CNM tasks belong to the cat-
egory of routine tasks as CNM tasks are mainly simple and often highly repet-
itive, e.g., generating consecutive measurement samples. The main di�erences
between paidmicro-tasking and voluntary participation are the possibility to se-
lect dedicated participants and the primarilymonetary incentives in paid crowd-
sourcing. These are also the main reasons for some of the advantages and draw-
backs of this technique, which are discussed in the following.
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Promising Advantages

CNM usually results in low costs for measurements, even for very large-
scale experiments. Almost no infrastructure is required to conduct a mea-
surement, except for handling the reporting of the measurement probes.
Only the costs for the crowdsourcing platform usage and the salary of the
workers must be considered.

Another advantage is that the workers, and consequently the CNM probes,
exhibit a very high diversity. Crowdsourcing workers are usually distributed all
over the world, as shown in Section 3.1.1, allowing researchers to conduct mea-
surements from various geographical locations and multiple ISP networks. The
workers access the Internet using di�erent types of broadband access technolo-
gies and a large variety of devices, ranging from desktop PCs to smartphones,
enabling a diverse view of the network.

This variety of real end user devices allows measurements in realistic scenar-
ios. Consequently, the results are not biased by special equipment or by spe-
cial (high-speed) Internet connections, which are typical for research facilities.
Crowdsourcing-based probes can also be instrumented to collect information
about commonly used software on end user devices. Moreover, measurements
on the end user device can easily involve the workers enabling large-scale, re-
alistic QoE measurements.

Of course, end user measurements are also possible using voluntary partic-
ipation approaches. However, CNM o�ers a better controllability of the probes.
The large variety and number of crowdsourcing workers allows researchers to
choose only a subset of workers suitable for meeting the speci�c requirements
of the measurement, e.g., in terms of country of origin or hardware and software
on the worker’s device. Furthermore, measurement tools can be implemented to
gather exactly the required level of detail of the measurement data without any
additional censoring in a post-processing step.

Finally, the large number of workers on commercial crowdsourcing platforms
o�ers a 24/7 workforce with thousands of potential measurement probes being
online at the same time. This enables not only large-scale measurement cam-
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paigns but also a rapid generation of measurement results, with several hundreds
of tasks being processed in a few hours, or even minutes.

Emerging Challenges

We saw that CNM enables several new possibilities for network measurements
and it is obvious that reusing existing measurement tools and methodology is
desirable. However, it can be di�cult to adapt existing measurement approaches
to incorporate crowdsourcing workers as several new challenges emerge.

The diversity of end user devices, one of the major advantages of this approach,
can cause signi�cant issues during the test setup. Namely, CNM probes will
most likely di�er in their Operating Systems (OSs), software and hardware con-
�gurations and their network connection. This must be considered in the de-
sign of the measurement. It may be necessary to adapt, e.g., the duration of the
measurement or the amount of transferred data based on the available band-
width of the measurement probes. The measurement software must also pro-
vide means for detecting untrustworthy workers and cheaters. Therefore, addi-
tional e�ort is required to add security checks to the measurement software as
discussed in Chapter 4.

Another challenge that needs to be addressed during the design phase is the
coordination of the workers, since the workers decide themselves which task
they work on. This makes it di�cult to schedule measurements at a very spe-
ci�c point in time. If further �ltering of the workers is applied, e.g., selecting
customers of a given ISP, the group of potential workers shrinks, and ful�ll-
ing additional constraints, e.g., a minimum number of simultaneous probes,
can become a challenge.

Additionally, recruiting workers from speci�c commercial platforms can be
di�cult due to restrictions and limitations of the Crowdsourcing platforms. Spe-
cialized or aggregator platforms, as introduced in Section 2.1.4, can often only
hardly be used for recruiting participants for network measurements. On these
platforms, the workers might already be pre-�ltered and limited to specialized
or local groups, or the platform might not support dedicated Crowdsourcing
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use-cases. Crowd providers are more suitable here, but these platforms di�er in
their terms of use. For example, MTurk restricts tasks, such as asking workers to
download and install software or to register at other web pages, whereas plat-
forms such as Microworkers do not impose such restrictions. These restrictions
must hence also be considered when designing the measurement tools, e.g., by
selection of an appropriate platform or by designing a web-based tool.

Privacy and security constraints of the workers always must be considered,
independent of the regulations of the platform providers. Running a software
tool from an unknown employer imposes always a certain risk on a worker.
Therefore, users may try to use sandbox environments to run the software or
use fake identities to participate in tests that require registration. This, in turn,
can result in biased measurement results. One possible solution is the use of
web technologies like JavaScript that are widely supported and by design have
no access to local data on the device.

SWOT Analysis of CNM

To further examine CNM, we continue with a SWOT (Strengths, Weaknesses,
Opportunities, and Threats) analysis of CNM, which is graphically summarized
in Figure 5.1. The large number of potential measurement points and the rela-
tively low costs for conducting the measurement are some of the strengths of
CNM. The most important bene�t of CNM is the direct access to end user de-
vices, which is also the main weakness of the approach. When using end user
devices as measurement probes, the measurement software must be robust in
face of di�erent hardware and software environments, the technical capabilities
of the probes might be limited in some cases, and the experiments are harder to
control.

Nevertheless, CNMopens new opportunities for conductingmeasurements in
realistic end-user environments, particularly large-scale user studies. Concern-
ing threats, CNM results might be biased by unknown in�uence factors, e.g., due
to limitations of end user devices or malicious workers. The success of a CNM
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Figure 5.1: SWOT analysis of CNM

is di�cult to predict, since a successful experiment depends no longer only on
technical factors but also on the willingness of the workers to participate.

5.1.3 Comparison of Existing and Crowdsourcing-Based
Network Measurement Techniques

Depending on the research question addressed, di�erent numbers, locations, and
technical equipment for the measurement points are required. For some tests,
e.g., real user feedback must be included. In the following, we discuss in detail
possible parameters for a network measurement setup and to what extent the
test requirements could be ful�lled with di�erent network measurement tech-
niques. To illustrate the discussion, we use concrete examples, although the ad-
dressed parameters are applicable to a wide range of measurements. Thereafter,
we directly compare the di�erentmeasurement approaches and summarize their
capabilities in Table 5.1.
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Parameters of Network Measurements

The granularity of network measurement data is one of the parameters that must
be considered when designing a measurement. The granularity of data can vary
from packet traces to aggregated �ows on a single client, e.g., to monitor ap-
plication behavior at the end-user device [30], to tra�c statistics of a backbone
link for dimensioning wide-area networks [127, 128]. Although ISP traces allow
the broadest spectrum of measurement granularity, the large amount of data re-
quires the analysis of aggregated measures. In distributed testbeds, packet and
�ow-level data are available, but it is not possible to measure backbone link uti-
lization. The data granularity from voluntary measurements and CNM is lim-
ited by the constraints of the end-user device as the OS might restrict collect-
ing certain information. Concerning the examples mentioned at the beginning,
distributed testbeds and CNM would be suitable for monitoring application be-
havior on a client device; however, ISP traces would be more appropriate for
dimensioning decisions.

In addition to the granularity of the measurement data, experimenters also
must adapt the layers of the network stack at which the data is collected accord-
ing to the experiment. With custom ISP measurement solutions, it is possible
to measure at any layer of the network stack as the hardware can be fully con-
trolled. However, it is not possible to analyze application-layer data encrypted
at the end-hosts. In a testbed, some network layers might not be accessible due
to restrictions of shared testbeds. In voluntary participation and CNM, the mea-
surement tools run on standard OSs with their security limitations and technical
constraints. This often limits access to the network stack signi�cantly.

Considering the analysis of a cloud o�ce service such as Google Docs, ISP
measurements would enable the experimenter to gather information on the
lower layers of the network stack. For example, this would allow deriving tra�c
patterns of this service. However, cloud services such as Google Docs are usu-
ally secured by SSL/TLS connections; therefore, gathering information about the
user’s interactions with the service’s web interface would not be possible using
ISP traces and deep packet inspection as the payload is encrypted. The interac-
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tions can only be captured directly on the end-device, e.g., via browser plugins,
after decrypting the packet payload. Consequently, voluntary participation or
CNM could be used here.

Another measurement parameter is the scale of a measurement. The scale can
be de�ned, e.g., by the number of measurement points, their geographical dis-
tance, or their distance in terms of inter-AS hops, i.e., number of hops within
an autonomous system (AS). ISP-based measurements are limited by the num-
ber of nodes available to the ISP and the operations area of the ISP. Moreover,
ISP nodes are naturally located in the same AS or in densely connected ASs.
Testbeds in contrast, can scale from a few to several hundreds nodes, which are
located at a single local site or are globally distributed. Global testbeds gener-
ally include nodes from multiple ASs, but they are largely located in research
facilities and are therefore likely to be connected to dedicated broadband access
networks. Voluntary participation often accesses a huge number of end-user
nodes on a global scale, which are located in di�erent ASs. However, the scale
of the measurement, in terms of participating nodes, geographical distances and
inter-AS distances, is not controllable. CNM is comparable to voluntary partici-
pation, but provides means of adjusting the scale of the measurement by hiring
a dedicated number of participants from selected geographical locations. An ex-
ample for a small-scale setup could be a local WiFi installation for interference
tests. Here, the probes must be located close together, which usually requires a
dedicated testbed. A possible application for a large-scale measurement setup is,
e.g., the analysis of content distribution networks [129]. In this case, worldwide
distributed measurement probes from di�erent ASs are required, which can be
achieved with voluntary participation, CNM, or a global testbed.

In addition to a su�ciently sized measurement setup, a certain diversity of
the measurement points is also needed to achieve results representative for a
larger number of real network users. ISP and testbed-based measurements are
conducted using servers or dedicated measurement hardware, which are not
common end-user devices. The same applies to the type of network access of
nodes. CNM and voluntary participation o�er a diverse set of hardware devices,
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such as end-user PCs, tablets, or smartphones. For both approaches, the type
of participating measurement nodes can be in�uenced by providing specialized
measurement software, e.g., only for Linux or iOS. In the future, crowdsourcing
platforms might additionally allow hiring only users with given device speci�-
cations. Therefore, CNM and voluntary participation enable the evaluation of
device-speci�c in�uence factors, e.g., on the tra�c patterns of web applications,
whereas ISP and testbed-based measurements allow for conducting reference
measurements with comparable hardware and software con�gurations.

All network experiments require control of the test environment to a certain
extent. This includes software tools, scheduling of measurements, and adaption
of experimental parameters. Professional monitoring solutions are available in
production environments of ISPs, but it is di�cult to install experimental soft-
ware tools or to in�uence the network signi�cantly for test purposes. Testbeds in
contrast o�er a highly con�gurable and occasionally fully controllable environ-
ment, in which arbitrary software can be installed and bemanipulated according
to researchers’ needs. Voluntary participants or crowdsourcing workers can be
asked to install experimental software tools, but remote control of the tools is
generally di�cult to achieve. In both cases, the network parameters can hardly
be in�uenced.

The time scale of a measurement is another parameter in the design of net-
work measurement. It can vary from a single snapshot to a long term mea-
surement, periodicmeasurements observing changes over time. Single-snapshot
measurements are possible using any measurement technique. Long term and
repetitive measurements, however, are more di�cult to conduct in voluntary
participation and CNM as the measurement probes must remain active over a
longer period. Repetitive measurements using the same nodes multiple times
are also di�cult to achieve with voluntary participation and CNM, since the
availability of the nodes is not guaranteed. In CNM, this issue is reduced as a
group of workers can be hired again to redo the test. Using hired workers also
helps to enforce time constraints, which are usually more di�cult to guarantee
in voluntary participation approaches.
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In addition to technical parameters, human factors have become increasingly
relevant in network research. On the one hand, end-users generate tra�c pat-
terns through their interactions, which can a�ect the infrastructure to a high
degree. On the other hand, the QoE becomes an important factor in measur-
ing the satisfaction of customers. ISP traces already include a realistic tra�c
pattern from end-users, but it is not possible to trigger speci�c user interac-
tions, e.g., �ash-crowds. Testbeds usually do not produce real end-user tra�c,
but when using synthetic generators, prede�ned tra�c patterns can be emu-
lated. Using voluntary participation can help to collect real end-user tra�c, but
it is di�cult to trigger large-scale behaviors involving multiple users. CNM also
o�ers access to realistic tra�c, and even the triggering of �ash crowds is pos-
sible. Furthermore, voluntary participation and CNM enable direct collection
of actual user feedback.

Finally, the costs for conducting an experiment must be considered. The
costs for using ISP traces or a testbed vary based on the point of view. Both
measurement techniques require signi�cant investments for the hardware and
software necessary for the measurement and test infrastructure. However, af-
ter this infrastructure is set up, the costs for conducting measurements are
relatively small. Voluntary participation and CNM require less initial invest-
ment cost, since only a reporting system is required to which the measure-
ment results from the probes are sent. However, in CNM, every measure-
ment introduces additional costs for the workers’ salary and the commission
for the crowdsourcing platform.

Table 5.1 summarizes the di�erent parameters to consider when setting up
network measurements and which realizations of those parameters are possi-
ble with the presented network measurement techniques. This overview can be
used to select an appropriate measurement technique based on the measure-
ment’s requirements.

123



5 Use-Cases of Crowdsourcing

ISP
M
easurem

ents
D
istributed

Testbeds
Voluntary

Participation
CN

M

G
ranularity

ofm
easurem

ent
data

Packetlevelto
backbone

aggregate
Packetand

�ow
level

Lim
ited

by
constraintsofend-userdevice

M
easurem

entlayer
A
ny,exceptapplication

layer
Partly

netw
ork

layer,no
application

layer
A
pplication

layer,additionalinform
ation

aboutrealend-userdevices

M
easurem

entscale
Lim

ited
to

ow
ned

nodes;
lim

ited
A
Ss;geographically

close;�xed
scale

G
lobalscale;m

ultiple
A
Ss;

�xed
size

G
lobalscale;m

ultiple
A
Ss;

unpredictable
scale

G
lobalscale;m

ultiple
A
Ss;scale

and
location

can
be

controlled
by

hiring
participants

D
iversity

ofm
easurem

ent
points

D
edicated

m
easurem

ent/serverhardw
are

Realistic
end-userdevices;

often
devicesin

research
netw

orks

Realistic
end-userdevices

Controllability
ofthe

m
easurem

ent
Professionalm

onitoring
tools

available;experim
ental

softw
are

cannotbe
deployed

in
production

environm
ent

H
ighly

con�gurable;
experim

entalsoftw
are

can
be

deployed

Experim
entalsoftw

are
can

be
deployed;rem

ote
controlofsoftw

are
di�

cultto
achieve

Tim
e
scale

Snapshotand
repetitive;shortto

long
term

Snapshot;shortterm
;repetition

w
ith

the
sam

e
nodesdi�

cultto
achieve

Snapshot;shortterm
;repetition

w
ith

the
sam

e
nodesdi�

cultto
achieve,butpossibility

to
hire

the
sam

e
people

again

End-userinteractions
Realistic

interactionsrecorded
in

the
traces;speci�c

interactionscannotbe
triggered

M
ostly

synthetic
tra�

c
Interactionscan

be
m
easured

and
to

a
certain

extentcan
be

triggered

Interactionscan
be

m
easured

and
triggered

Costs
Signi�cantinvestm

entcosts,thereafterfree
to

use
O
nly

expensesforreporting
infrastructure

Expensesforreporting
hardw

are;w
orkerpaym

ents

Table
5.1:N

etw
ork

m
easurem

entparam
etersand

theirfeasibility
w
ith

di�erentnetw
ork

m
easurem

enttechniques.

124



5.1 Crowdsourcing-Based Network Measurements

Comparison of Network Measurement Techniques

Measurements performed by ISPs and in distributed testbeds are primarily taken
using dedicated and specialized hardware. This enables deploying specialized
measurement tools that gather information on the network layer. However, re-
strictions are imposed either by test isolation considerations in testbeds or by
security constraints in production environments. Direct control over measure-
ment probes enables long term and repetitive measurements. However, the spe-
cialized hardware and the dedicated testbeds impose biases on the measure-
ments, which do not re�ect end-user conditions. Both measurement techniques
also fall short in providing direct end-user feedback or information about real-
istic end-user devices.

Voluntary participation and CNM measurement probes are intended to be
real end-user devices. Consequently, the availability of individual measurement
nodes varies signi�cantly as users may go o�ine or only participate in a single
test. Moreover, the duration the spontaneous participants contribute to a mea-
surement cannot be predicted. However, both measurement techniques o�er a
rather realistic view of currently used end-user hardware and software and of
end-user network connections.

The main di�erence between voluntary participation and CNM is the motiva-
tion of the users: Voluntary participation is based on altruism or non-monetary
incentives, while crowdsourcing workers are mainly pro�t oriented. This results
in di�erent challenges when designing measurement tools. Software for volun-
tary tests must consider the incentives but does not necessarily require security
features to identify cheaters. Moreover, voluntary tests require a certain amount
of public relations management to build up and maintain a user base.

CNM, using monetary incentives in contrast, can be deployed rather quickly
as the required number of participants can be directly recruited. How-
ever, the software must implement features to avoid cheating and fraud.
CNM can also be used to kick-start voluntary participation approaches by
recruiting the initial users.
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5.1.4 Exemplary Use-Cases for Crowdsourcing-Based
Network Measurements

After discussing the applicability of CNM to certain aspects of networkmeasure-
ments, we now illustrate the applicability of CNM on a exemplary use cases.

Realistic End-User Probes

Network measurements are mostly performed using dedicated testbeds. How-
ever, they only allow a biased view as the hardware and the broadband con-
nections are not representative of real end-user systems. For instance, a signif-
icant share of PlanetLab nodes is located within a “Global Research and Edu-
cation Network” [130] and the available bandwidth of the nodes and real end-
users show large di�erences. To get an impression of this di�erence, we con-
ducted a measurement of the access bandwidth of 500 Microworkers.com users
in July 2013. In this measurement, we ask them to perform a commercial speed
test [131] and hand in the link to the evaluation page showing their individual
results. In April 2014, we conducted a similar measurement using the command
line tool of the same measurement provider [132] on 163 PlanetLab nodes, re-
sulting in an average download bandwidth of 174.8 Mbps (Std.: 216.2 Mbps). The
results of both measurements are depicted in Figure 5.2.

Even if we only consider users from America and Europe, where the access
speed is signi�cantly higher than in Asia, the average download bandwidth of
17.21 Mbps (Std.: 24.09 Mbps) remains low compared to PlanetLab nodes. This
con�rms that network measurements performed on PlanetLab nodes may not
be representative for real end-user devices, as already pointed out before by
Spring et al. [116]. Therefore, additional reference measurements using at least
a few end-users probes might be advisable for future measurement studies. The
measurements also show that CNMmight su�er from biases due to geographical
location of the workers. However, the geographical location of a worker can be
monitored and used during the evaluation phase to normalize the results.

For a second example, we conduct a study [21] about global expansion of the
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Figure 5.2: Measurement of access speeds of end-users obtained via CNM.

YouTube CDN by resolving physical server IP-addresses for clients in di�er-
ent locations. Both Crowdsourcing users recruited from Microworkers.com and
PlanetLab nodes are used as measurement probes. During our measurement,
most of the available PlanetLab nodes were located in the US and Western Eu-
rope. This is simply caused by the geographical distribution of the participating
facilities. The CNMmeasurement was available to all workers on Microworkers
and due the platforms demographic structure most participants were based in
Asia-Paci�c and Eastern Europe. The results from the measurement show that
the capability of PlanetLab to measure a global CDN is rather low, since 80% of
the requests are directed to US servers. In contrast only 44% of the requests from
the Crowdsourcing users are directed to servers located in the USA.

In a second step, we analyse the number of di�erent ASs the YouTube servers
are located in and the number of YouTube servers per AS as observed by the
PlanetLab nodes and the crowdsourcing users. Figure 5.3 shows the probability
that a server belongs to AS with rank k. To improve the readability of the �gure
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Figure 5.3: AS Distribution of YouTube servers as observed by CNM and PlanetLab.

the ASs were orderd according to their rank k, which is based on the number
of YouTube servers within the AS. The measurements show that the PlanetLab
nodes observed fewer than 30 ASs, whereas the Crowdsourcing nodes were able
to detect more than 60. This indicates that CNM enables a more diverse view on
the network than PlanetLab.

QoE and Application-Layer Measurements

One of the major drawbacks of testbed and ISP-based network measurement
techniques is that no end-user feedback can be collected. In contrast, CNM and
voluntary approaches can be used to conduct large-scale QoE measurements of
real applications. To achieve this, measurement tools can be deployed on the
participant’s device to monitor network parameters, the application behavior,
and collect real-time user feedback. With specialized test applications emulat-
ing a given application behavior QoE-in�uencing factors can be pinpointed even
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more easily. In addition to the information retrieved during the measurement,
details about the workers are commonly available via the Crowdsourcing plat-
form, e.g., the worker’s country of origin. This allows identifying additional in-
�uence factors, like cultural biases that in�uence the subjective ratings [61, 133],
or reducing the number of questions to the users for collecting relevant data.

In contrast to voluntary participation, the costs for CNM are higher, but CNM
enables a faster completion of the test. In [21], we describe a QoE experiment
with both voluntary users from social networks and paid crowdsourcing users.
Whereas it took approximately 26 days to acquire approximately 100 volun-
tary testers, the same task was completed within 36 hours using a commercial
crowdsourcing platform at a total cost of $16. More details on how to conduct
subjective studies in a Crowdsourcing environment are given later in Section 5.2.

CNM and voluntary participation also o�er easy means to gather informa-
tion on the application layer. Whereas ISP traces only allow indirect informa-
tion gathering of application information by analyzing packet and �ow content,
CNM and voluntary participation allow direct access to certain application in-
formation directly on the end host. The same is also possible using test beds;
however, no real end-user interactions are available. One example for gathering
application information using CNM and voluntary participation is given in [23].
In this study we implement a Dropbox application using the service’s o�cial
API to gather meta information about the participants’ account, e.g., the avail-
able and used Dropbox space. This enables us to collect objective information
without any possible errors introduced, e.g., by erroneously survey results.

Exemplary results from this study are shown in Figure 5.4, depicting the
CDF of the used Dropbox space of the participants. We observe signi�cant
di�erences between the volunteers and the Crowdsourcing participants. This
indicates that one or both of our test groups show biases, but from the mea-
surement itself, it is not clear which of them is biased. However, the Crowd-
sourcing results are in good accordance with other measurements [134], which
suggests that the crowd-based measurements are more representative than
the results obtained from volunteers.

129



5 Use-Cases of Crowdsourcing

0.00

0.25

0.50

0.75

1.00

1e-04 1e-03 1e-02 1e-01 1e+00 1e+01 1e+02

Used Dropbox Space u [GB]

P(
U

u)

Measurement Type Volunteers Crowdsourcing

Figure 5.4: Usage of Dropbox space measured with crowdsourcing and with volun-
tary participation

5.1.5 Best Practices for Crowdsourcing-Based Network
Measurements

Most of the crowdsourcing workers lack education in computer science or any
experience in network measurements. Therefore, an easy-to-use measurement
software is needed as executing complicated shell commands is too complex and
error-prone. In contrast, the required interaction between the worker and the
software should be kept at a minimum, with the user interface of the software
being as simple as possible. This implies that also the results are automatically
collected on a server to avoid any need for workers to address the result delivery.

Moreover, the software and the test design must consider limitations of the
target hosts. Workers perform their tasks on a variety of devices and OSs. They
might lack administrative privileges on their computers, e.g., in Internet cafés.
Under these conditions, installing software and executing certain shell or script-
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ing languages might not be possible. Therefore, we suggest using JavaScript or
Java applets, since they permit running the measurements directly within the
browser of the worker. An analysis of 558 workers from Microworkers showed
that 97% have JavaScript enabled and 53% have a working Java Runtime En-
vironment. However, the security mechanisms of the browsers prevent the exe-
cution of shell commands. Good reasons exist for this behavior, but it limits the
application capability for network measurements; thus, workarounds must be
developed. The size of the measurement software should be kept to a minimum
as the bandwidth of the end-user device is usually limited. Hence, a trade-o�
exists between complexity and prerequisites on the one hand, and the number
of successfully completed tasks on the other hand. This trade-o� must be con-
sidered carefully during the design of the measurement campaign.

Moreover, there should be special focus on choosing the right crowd-provider.
There are many options for recruiting participants including online social net-
works, online panels and a multitude of paid crowdsourcing platforms. All
providers di�er — occasionally signi�cantly — in the supported types of tasks,
demographics of their users as shown in Section 3.1, and their features for em-
ployers and workers [135]. In particular, the platform access, the diversity of
participants, the costs per task and for quali�cation tests, payment features, the
performance to acquire testers, and the integration of the measurement soft-
ware into the platform must be considered. A comprehensive overview of all
available platforms is not possible due to the large number. We provide a sum-
mary of features from two exemplary commercial crowdsourcing platforms and
one possible source of voluntary participants in Table 5.2. Note that platform
implementations and their features typically evolve over time. The information
provided in the table re�ects the status at the end of February 2016.

Depending on the speci�c requirements of the intended measurement, a care-
ful selection of an appropriate crowd provider is needed. Demographical biases,
e.g., can be avoided by �ltering the participating workers or by selecting partici-
pants from multiple platforms, e.g., Facebook and a commercial platform, to en-
sure the required diversity. Limitations in terms of supported tasks are more dif-
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5.1 Crowdsourcing-Based Network Measurements

�cult to address, and di�erent implementations might be required. While some
crowd providers such as Microworkers.com allow employers to pay for down-
loading and installing software, this is not possible on MTurk. Browser-based
solutions using JavaScript or Java applets can still be deployed here.

Independent of the crowdsourcing provider, most crowdsourcing tasks are
performed via a web interface, e.g., by showing images and providing an input
�eld where tags can be added. However, CNM often impose requirements on
workers’ devices or network connections as specialized measurement software
must be executed on the devices. Therefore, not all workers are able to complete
the task if the device does not ful�ll the experiment requirements. Automated
checks of the measurement prerequisites at the beginning of the task can help
here to minimize the time a worker spends on a task he cannot complete.

Consider a measurement setup containing a Java applet. The experimenter
should automatically checkwhether Java is installed at the very beginning of the
task. If Java is not available or enabled on aworker’s device, detailed information
can be provided why the task is not available for the speci�c worker. Checking
the measurement prerequisites automatically also yields insights about possible
issues with the task design, e.g., why most workers do not complete the mea-
surement. Furthermore, detailed information about the end-user device can also
be used to create personalizedmeasurement settings for eachworker, e.g., work-
ers with more powerful devices can perform more repetitions than workers can
with mobile devices.

Even if the measurement software is operating correctly, the workers might
have problems in understanding the task. Thus, it is also important to describe
tasks in a clear manner and simple words. To let a large number of workers com-
plete the task successfully, its description must be easy to understand. Step-by-
step instructions and screen-shots help workers to complete the task in a short
amount of time. Technical and scienti�c terms should be avoided. Consider-
ing the large number of non-native English-speaking workers on international
crowdsourcing platforms, a multilingual task description can also increase the
completion rate of tasks.
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Although the task description is detailed and well structured, some workers
might face problems with the given task. Thus, it is necessary to provide support
for worker feedback and questions. Feedback forms, forums, or email communica-
tion can be used for this purpose. Simple forms are recommended for optional
feedback on the task, since they neither impose any additional e�ort on the
worker nor reveal any additional private information such as email addresses.
However, feedback forms only provide a one-way communication channel from
the worker to the employer. This can be a signi�cant disadvantage, e.g., if the
workers faced issues during the task execution that cannot be reproduced. Email
communication or forums can help here, since they enable more-interactive
communication. However, according to our experience, forums should be pre-
ferred. In most cases, a majority of the workers face the same issues or have the
same questions. Therefore, a forum thread can help to answer multiple ques-
tions at once or provide possible solutions to a large number of people with a
single post. Furthermore, no private information, i.e., the email address, of the
worker is revealed.

Using worker feedback, the employer can support the workers, improve the
task description, or modify the task design if required. In multi-step tasks, feed-
back should be possible at every stage to let users who cannot complete the task
ask questions. The employer must monitor existing communication channels of
the workers often used to publicly discuss about unclear and erroneous tasks,
e.g., public forums or the Facebook page of the platform operator. During one
of our campaigns, a worker stated on the o�cial Facebook page of the platform
operator that his virus scanner detected malware in our software. The problem
arose as the software tried to access the Internet for the measurements. A short
post explaining the measurement details solved the problem and let the other
workers continue our task.

Invalid measurement results are not only caused by misunderstandings or er-
rors in the task design but also can be caused by cheating workers who try to
receive the payment without performing the tasks properly. Therefore, cheat
detection and avoidance techniques must be applied. The results from cheating
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workers can highly a�ect the results of measurements [26] and impose addi-
tional costs as shown in Section 4.2. A defensive task design, i.e., making it eas-
ier to complete the task in a meaningful manner than to �nd a means to cheat,
can be applied to measurements in which no user interaction is required. If user
interaction is required, e.g., the worker must access certain web pages or videos,
such interactions can be monitored [20, 85, 136] or additional validation ques-
tions [26] about the content of the visited pages or videos can be added to verify
correct task completion by the worker.

5.2 Crowdsourcing Based�ality of Experience
Tests

We showed in the previous section that crowdsourcing is suitable for acquir-
ing distributed and realistic network probes. Besides the device access, the main
bene�t of crowdsourcing based network measurements is the possibility to col-
lect subjective ratings on service quality. However, subjective testing is an inte-
gral part of not only in network research but also the research on multimedia
technology and algorithms, as any new concept needs to be validated with re-
spect to the suitability for the potential users. Besides usability, acceptability
and performance, the users’ overall Quality of Experience (QoE) in the context
of multimedia applications is often a focus of subjective tests. These tests, how-
ever, are expensive from both an organisational and a �nancial perspective: test
subjects need to be recruited and test sessions need to be organised, often with
constraints on the number of test subjects that can participate simultaneously
in the laboratory, leading to time consuming test campaigns and a lack of �exi-
bility. Furthermore, due to the �xed location of the laboratory, the subjects may
not be a representative sample of the complete population in a statistical sense.
Additionally, test subjects often need to be reimbursed on a competitive wage
level in order to get a su�cient number of test subjects. Thus subjective testing
can often strain the available resources, resulting in either a compromise in the
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number of considered test cases or avoiding the subjective testing altogether.

QoE crowdtesting provides an alternative to the traditional subjective testing,
aiming at reducing the resources necessary for conducting subjective testing by
utilising crowdsourcing. Even though the use of the Internet as a virtual labora-
tory leads to limitations on the stimuli and scenarios that can be tested, the ever
increasing bandwidth and capabilities of the connected devices allow for a wide
range of areas in which QoE crowdtesting can be used. QoE crowdtesting, how-
ever, is not just a straight forward implementation of existing subjective testing
methodologies in an Internet-based environment. Owing to the fundamental
di�erences between the traditional and virtual laboratory, extra considerations
need to be taken in order to gain reliable results.

In this section, we therefore provide a collection of best practices for QoE
crowdtesting by addressing on the one hand the key issues that need to be
considered if a subjective test should be replaced by QoE crowdtesting, and,
on the other hand, how these issues can be addressed best in the design and
implementation of the desired QoE crowdtesting campaign. We have chosen
the QoE assessment of videos as an example to illustrate the proposed best
practices, but they can also be applied to the QoE assessment of other stim-
uli. Some of the best practices proposed in this section show some overlap
with the best practices for CNM.

However in the case of CNM crowdsourcing workers are mainly recruited to
gain access to their end-user devices for obtaining objective technical measure-
ments. Thus, the main challenge of CNM is to design an appropriate (highly-
automated) measurement tool for the crowdsourcing environment. In contrast
QoE crowdtesting focuses on collecting subjective ratings from the crowdsourc-
ing workers themselves. Here, the speci�c workers play a much more important
role and consequently the design of the task itself including, e.g., the presenta-
tion of the instructions, incentives, and interface design, are even more impor-
tant than for CNM. Additionally, the aggregation of the subjective results and
the identi�cation of erroneous submissions is more challenging than for the
technical measurement results from CNM.
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The remainder of this section is structured as follows. The key issues of QoE
crowdtesting are summarized in Section 5.2.2 addressing limitations, reliabil-
ity, incentives and task design, context monitoring, and hidden in�uence fac-
tors. Technical challenges and best practices for the implementation of QoE
crowdtesting are analysed in Section 5.2.3. The statistical analysis of the ob-
tained user ratings from QoE crowdtesting is shown in Section 5.2.4, where we
show the need and mechanisms for �ltering out unreliable user ratings. Based
on the preceding sections, we then summarize the proposed best practices in
Section 5.2.5. The content used in the remainder of this section was previously
published in [3].

5.2.1 Background on�ality of Experience and Video
�ality Assessment

One possible de�nition of QoE in the context of multimedia systems and appli-
cations is provided in [137] as “the degree of delight or annoyance of the user
of an application or service. It results from the ful�lment of his or her expecta-
tions with respect to the utility and/or enjoyment of the application or service
in the light of the users personality and current state”. Following this de�nition,
QoE is in�uenced by a variety of factors [137, 138] that can be divided into four
di�erent categories, each representing a di�erent level in multimedia systems
and applications: context, user, system, and content level.

The context level considers aspects like the environment in which the user is
consuming the service, the user’s social and cultural background or the purpose
of using the service, e.g, recreation or information retrieval. The user level in-
cludes psychological factors like expectations of the user, memory and recency
e�ects or the usage history of the application. The technical in�uence factors
are abstracted on the system level. They cover in�uences of the transmission net-
work, the devices and screens, but also of the implementation of the application
itself like video bu�ering strategies. Lastly, the content level addresses charac-
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teristics of the content, e.g., for video, the video codec, format, resolution, but
also duration, content of the video, type of video and its motion patterns.

The aim of QoE crowdtesting is to move the QoE assessment from a standard-
ized lab environment into the Internet, where the crowdsourcing platforms act
as an extra layer between test manager and test subject, handling the recruiting
and payment of the test participants. The subjective testing is therefore using
subjects from a global worker pool, usually with a web-based application, that
can be accessed via common web browsers.

Video QoE assessment is done for a range of di�erent application areas: from
the visual quality evaluation of video coding technologies and processing algo-
rithms to the in�uence of network delays and packet loss on the video quality.
The QoE of video is usually determined in a well-de�ned testing environment
with subjective methodologies, as described in standards like [139, 140]. How-
ever, in the context of QoE crowdtesting, we must distinguish between two cat-
egories of video QoE assessment: QoE evaluation of Internet-based video appli-
cations for instance YouTube and QoE assessment of video in general such as
the evaluation of coding technologies. The di�erence between these two cat-
egories lies in the fact that the Internet-based video applications are by design
optimized for the presentation in a web environment and can therefore be easily
adapted to QoE crowdtesting. In contrast, applying crowdtesting to video QoE
assessment in general necessitates the additional design of Internet-based ap-
plications for the presentation of the videos under test. Both categories will be
discussed brie�y in this section.

QoE crowdtesting of Internet-based video applications is relatively straight-
forward, as the main di�erence to the lab is the use of crowdsourcing platforms
for test subject recruitment and reimbursement. Although some adaptations for
interfacing with the crowdsourcing platforms may be necessary, the application
itself needs not to be modi�ed. One typical example of this category is exam-
ining the in�uence of stalling events in video streaming on the video QoE as
discussed, e.g., for YouTube in [26]. Here, the test setup in the lab usually also
consists of a web interface presenting the videos and collecting the subjects’
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scores. However, in order to avoid additional stalling caused by the test users’ In-
ternet connection, the videos have to be downloaded completely to the browser
cache before playing. During the initial download of the videos, a personal data
questionnaire may be completed by the participant including also consistency
questions to check for reliability [26].

For general video QoE assessment, the adaptation of the lab tests to QoE
crowdtesting is more cumbersome. Firstly, the testing methodology needs to be
provided by an Internet application, instead of platform-dependent software.
Secondly, the delivery of the videos under test must be implemented. Espe-
cially for testing methodologies, that use an uncompressed video for compar-
ison, this requires dedicated applications. Alternatively, a video crowdtesting
platform like QualityCrowd [53] can be used, that already takes these issues
into consideration. In addition, it may also be necessary to adapt the goal of
the test to the limitations of the crowdsourcing environment, e.g., videos with
spatial or temporal resolution beyond the capabilities of consumer equipment
need to be down-sampled.

Common to both categories is that instead of a sophisticated hardware and
standardized test environment, the hardware and viewing environment will
vary between the di�erent workers. This lack of control can be tackled using
the di�erent strategies of monitoring, adaptation and prevention as will be dis-
cussed in detail in Section 5.2.2. In contrast to these environmental issues, how-
ever, common subjective testing methodologies for video quality assessment
can be used. Using ITU-R BT.500 [139], e.g., both the discrete double stimu-
lus and the continuous double stimulus method can be implemented easily in a
corresponding web interface.

Studies from literature have shown that using crowdtesting for the QoE as-
sessment of a wide range of video applications can deliver results similar to tra-
ditional testing in the lab environment: Keimel et al. [53, 141] have shown that
crowdtesting delivers results within the acceptable inter-lab variation between
di�erent testing labs for standard conforming QoE assessment, Chen et al. [82,
142] discussed crowdtesting for audio-visual QoE of Internet-based applications,
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which was discussed more in detail by Wu et al. [143], and Hoßfeld et al. [26]
applied crowdtesting to examine the in�uence of stalling events and initial de-
lays [144] on the QoE in video streaming applications. For pairwise comparison
QoE tests, Xu et al. [145]suggest an approach to decompose the pairwise com-
parison data onto random graphs, reducing the assessment tasks for each par-
ticipant signi�cantly and therefore making pairwise comparison more suitable
for crowdtesting.

5.2.2 Key Issues in QoE Crowdtesting

We discussed earlier that crowdsourcing gives researchers new possibilities to
conduct subjective user studies. For QoE assessment, similar to CNM, concep-
tual challenges arise by moving studies to the crowd. In the case of CNM, these
challenges are mainly related to the design and the automation of the mea-
surement software. For QoE crowdtesting the main focus lies on creating a test
design that o�ers similar conditions as a controllable laboratory environment.
Here, challenges arise especially as micro-tasks are typically short compared to
long lab studies and the workers are heterogeneous with respect to their hard-
ware and the environmental settings. Moreover, the reliability of the workers’
ratings can vary signi�cantly. In the following we have a closer look at these
challenges and also the limitations of the QoE crowdtesting approach.

Limitations of QoE Crowdtesting

In principle, QoE crowdtesting could be used for the assessment of any stimuli
and interactivity, using any type of subjective methodology. In reality, however,
we are faced with several limitations on the possible scope of QoE crowdtesting.

The main technical factors limiting the scope of QoE assessment are band-
width constraints and support of the workers’ devices to present the required
stimuli. The �rst factor requires to consider the support of coding standards by
the workers devices, as it is often not feasible to provide the uncompressed stim-
uli to the workers due to excessive bandwidth demands. This is in contrast to the
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traditional lab setting, where the aim is to avoid any additional compression of
the stimuli under test. But even with supported codecs, the size of compressed
stimuli may be too large for the connection bandwidth of many workers, espe-
cially for HDTV or even UHDTV formats.

Secondly, the stimuli must be supported by the workers’ devices. Although
2-D video and audio capabilities have become standard for most devices, 3-D
video and audio capabilities or high dynamic range (HDR) displays cannot be
readily assumed to be available. The support for other stimuli, e.g., haptic or ol-
factory stimuli, is nearly non-existent in common computer hardware as used by
the workers and thus these stimuli are currently not suitable for QoE crowdtest-
ing. Besides these technical factors, QoE assessmentmethodologies requirng the
interaction between di�erent workers, e.g., for interactive video conferencing,
are possible, but challenging in their execution.

Summing up, QoE crowdtesting is feasible for 2-D video, image and audioQoE
assessment tasks, where the usable formats depend on the bandwidth require-
ment. In particular, for video, HDTV formats, depending on the required bitrate,
may not be suitable for QoE crowdtesting with today’s Internet access speed.

Conceptual Challenges for QoE Crowdtesting

The migration to crowdsourcing invokes some conceptual challenges on how to
assess QoE and how to design the user tests [146]. In laboratory studies user
tests may take up to 90minutes [147] which allow, e.g., to investigate memory
e�ects [148]. In contrast, crowdsourcing tasks are typically rather short as dis-
cussed in Section 2. Therefore, tests designed for a lab environment need to be
modi�ed for crowdtesting and one of simplest ways to this is by partitioning the
test into basic test cells [146]. As a consequence, a crowdsourced QoE test user
may only see a subset of the test conditions which requires sophisticated statis-
tical methods for outlier detection or quantifying reliability. Another issue with
QoE crowdtesting is the lack of a test moderator, but the user is guided via the
web interface through the tests. In particular, the training of subjects is di�er-
ent than in a traditional lab environment and is mostly conducted by means of
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quali�cation tests. Nevertheless, in case of any problemswith understanding the
test, uncertainty about rating scales, sloppy execution of the test, or fatigue of
the test user, appropriate mechanisms or statistical methods have to be applied.

Unreliability of Users: Reasons and Task Design Solutions

There are several reasons why some user ratings are not reliable and need to be
�ltered out. Technical errorsmay occur due to errors in the web-based test appli-
cation or due to incompatibilities of the test application with the worker’s hard-
and software including missing video codecs or insu�cient screen resolution.
As a consequence, the users observe di�erent test conditions or additional arte-
facts occur, leading to test results which appear unreliable, but may be valid for
the individual users’ conditions. This requires an appropriate monitoring of the
system. Another possible reason for unreliable user ratings are the test instruc-
tions which may not be clear or too complex to understand, and additionally
language problems may also occur with international users. Furthermore, there
may also be cheating users as discussed Chapter 4.

Incentives and Payment Schemes

Incentives play a key role in the successful use of crowdsourcing in general and
QoE crowdtesting in particular. Incentive design addresses the development of
mechanisms and presentation of the task according to the following two goals:
On the one hand, incentive design aims to improve the willingness of subjects
to participate beyond purely monetary interests, e.g. through gami�cation, and
thus more users are completing the study in a shorter time. On the other hand,
incentive design aims to improve the quality of the results generated by the sub-
jects with incentive mechanisms that are complementary to reliability mecha-
nisms [26] or data quality mechanisms [81].

While reliability mechanisms aim at �ltering out unreliable users or unreli-
able results, data quality mechanisms try to estimate the quality of the workers
or their submitted results in order to reject or block the low-performing work-
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ers. Di�erent mechanisms for di�erent domains have been proposed in litera-
ture: from image labelling [81] to natural language processing [149]. However,
in the context of incentive design only a few insights and general conclusions
are available. [150] shows that incentives encourage participants to make more
accurate judgements when using crowdsourcing for screening a number of can-
didates applying for a job at a company and to conduct resume reviews. Positive
incentives were represented by bonus payments: Each participant was initially
told that each resume had already been rated by an expert and, if the partic-
ipant’s rating matched the expert’s, the bonus was paid. In contrast, negative
incentives were represented by telling the participant that their payment is re-
duced, if it di�ers from the expert’s rating. A combination of positive and neg-
ative incentives was also applied. All incentive schemes in [150] increased the
quality of work. Other payment schemesmay depend on the actual performance
of the worker, e.g., the user is allowed to “choose as many as they want” test se-
quences for QoE assessment, and then they are paid accordingly to the number
of evaluated tests sequences.

Beyond payment schemes, other incentives address social aspects, entertain-
ment and altruism [151]. Gami�cation or games with a purpose [152] is an
approach to develop incentives for entertainment and fun, enabling human
contributors to carry out computation tasks as a side e�ect of playing online
games [149]. In the context of data or image labelling, di�erent games are dis-
cussed in [91, 153]. However, there are no general guidelines how to design
a game, as this is strongly task related. Nevertheless, the results for the gam-
i�cation of tasks are very promising: Eichho� et al. [153] show that 70 % of
users played more than the �rst round necessary for the payment, i.e., the ad-
ditional results are obtained for free by the employer. 80 % of the users return
to a game, compared to only 23 % for a regular task and unreliable ratings in
their task annotation game are reduced to 2.3 % instead of 13.5 %, compared to
a non-gaming task. Innovative, creative tasks are less likely to be cheated on
and also the time and cost is spent more e�ciently. The quality of the results
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increased by 10 %. Thus, gami�cation has the potential to make crowdsourcing
an even more powerful tool for QoE assessment.

Context Monitoring and Hidden Influence Factors

Due to the remoteness of the participants and the heterogeneity of the used
soft- and hardware, it is necessary to monitor the users’ environment in order
to identify additional in�uence factors on the QoE assessment. In�uence factors
are de�ned as any characteristic of a user, system, or context that may have
in�uence on the users’ QoE [137]. Human in�uence factors are variant and in-
variant characteristics of a human user describing the demographic and socio-
economic background, the physical and mental constitution, or the user’s emo-
tional state. System in�uence factors are related to the media coding, transmis-
sion, storage, rendering, and reproduction/display. The context in�uence factors
describe characteristics of the users’ current environment that may also in�u-
ence the QoE. Due to the unknown context in which the QoE assessment is
performed by the workers in QoE crowdtesting, these in�uence factors are not
known beforehand, but hidden, yet still in�uence the users’ QoE ratings.

In general, we have three options to cope with the unknown context
and the resulting hidden in�uence factors. We can either monitor the ap-
propriate context parameters, adapt the context or try to prevent the un-
desirable context itself in our test design. In the following, we highlight
some examples for best practices.

Monitoring of the workers’ environmental conditions and context is required,
since the environment in which the workers evaluate the stimuli in QoE
crowdtesting may impact the overall QoE and thus the application should be
able to detect such factors. For visual stimuli, e.g., the general viewing condi-
tions represented by the background illumination or the screen resolution itself
can be in�uencing factors.

One option to adapt the conditions of the workers’ environment is to provide
them with simple test patterns that allow them to either calibrate their devices
or enable the quanti�cation of the deviation of a device’s stimuli representation
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from the desired target. For visual stimuli, a basic test pattern similar to the test
patterns used for calibration of the monitor contrast and illumination in a pro-
fessional environment can be utilised to quantify the users’ viewing conditions,
e.g., by asking how many grey steps on a greyscale step-wedge are visible. Sim-
ilarly, we can prevent an undesirable context from the technical perspective,
e.g., for video QoE assessment, by pre-loading videos with included distortions
in the remote browser, so that additional distortions introduced by the trans-
mission do not a�ect the playback. This ensures that the in�uence of the users’
context with respect to bandwidth is no longer an issue.

A hidden in�uence factor on the user level can be the users’ expectations: those
used to lower quality (e.g. low video resolution) will rate di�erently than those
typically consuming higher quality (e.g. high video resolution). The expectation
level may also be closely related to the country of the subject and users from
di�erent regions may have di�erent expectations about the provided content
quality. In general, we have two options to cope with expectations. We can ei-
ther quantify the degree of expectations or we can reduce the expectations by
instructing the test user accordingly. One option to quantify the expectations is
to group users according to their expectations by asking them about their habits
and typical use of a service, e.g., “How often do you watch Internet videos?” and
“Do you watch low or high resolution in YouTube?”, respectively, where the as-
sumption is that subjects who do not use video streaming services often may be
more tolerant to worse quality.

In the QoE rating task, a user may additionally be asked to rate on an extra
expectation category scale that is better aligned with the actual user’s expecta-
tions. The subjects then rate the perceived quality with, e.g., �ve levels of ex-
pectations: (-2) Much worse than I expected. (-1) Worse than I expected. (0) Just as
I expected. (1) Better than I expected. (2) Much better than I expected. This rating
scale is accompaniedwith a question regarding the perceived quality, e.g. “Please
indicate to which degree the overall quality of this video was in line or not in line
with your expectations? The overall video quality was...”. Still, the quanti�cation
of expectations remains an open research topic.
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Demographics and User Impairments may also have an impact on the QoE re-
sults and should therefore be statistically analysed. Di�erent possibilities exist
to acquire demographic information about a worker. One solution is to include
a short survey in the task itself. However, it is not clear if the workers answer
truthfully. This can be overcome with the use of consistency tests, but only a
subset of data can be used in order to avoid overusing consistency questions. An-
other possibility is to extract information about the worker from the worker’s
social network pro�le, if it is known and the data is accessible. Finally, some
crowdsourcing platforms also provide some demographic information about the
workers on dedicated worker pro�le pages. Besides demographic information
hidden in�uence factors on the QoE results may be caused by physical impair-
ments of the subjects if they are crucial for the study. For visual stimuli, e.g., a
test for colour blindness may be necessary to con�rm normal colour vision if
required in the test.

QoE crowdtesting are subjective tests conducted in a heterogeneous and
therefore partly uncontrolled environment. Thus, monitoring of the hard- and
software environment is required to analyse hidden in�uence factors on a sys-
tem level. Due to bottlenecks at the end user devices in terms of CPU, memory,
or network bandwidth, additional artefacts may arise and a�ect the user rating
accordingly, e.g., the user’s Internet access bandwidth may not be large enough
to conduct a video quality test without stalling. However, those stalling events
and the corresponding unintended freezing of the video will impact the QoE.
To overcome the impact of the network delay due to Internet delivery of data,
the test application and data may be completely downloaded before the actual
user test starts. Even so, the resulting initial delays may also be too long and
in�uence the user rating. In both cases, it is evident that monitoring on system
level is required. As a possible solution, download speed and latencymay also be
measured before the actual test, and then only users are selected with suitable
connection speed and latency.
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5.2.3 Implementation and Design of QoE Crowdtesting
Campaigns

While designing a QoE crowdtesting campaign, the well established recommen-
dations for laboratory subjective assessments can be respected only to a certain
extent. Time constraints and test complexity should be adjusted in regards to a
web based or other crowdtesting scenarios and to the variety of testing subjects
among the crowd. Moreover, QoE crowdtesting brings additional requirements
on server capabilities, computing power, and resource management.

Therefore we discuss major challenges concerning the available resources,
either on a server side or on a client side, and best practices regarding the im-
plementation, as well as setting up the campaign. A sophisticated two-stage
crowdtesting design is proposed and recommended.

Implementation

The general approach for QoE crowdtesting is the use of a dedicated test server.
This allows for a speci�c and well controlled testing environment. The choice of
a dedicated test server gives additional possibilities to perform application layer
monitoring, which further enhances the overall e�ciency and accuracy of the
given QoE crowdtesting application. Moreover, supporting technologies, e.g.,
social networking or Crowdsourcing platforms’ APIs can be easily implemented.

Depending on the actual requirements on computing power and network re-
sources, third-party services, such as cloud computing services or content de-
livery networks (CDN) can be utilised. The choice of a third party cloud service
strongly depends on the size and type of a targeted QoE crowdtesting panel of
users. While the use of a dedicated testing server is bene�cial with respect to
the better control of the environment, the test designer should take into consid-
eration that users in a QoE crowdtesting campaign are accessing the application
from a whole variety of di�erent places. Hence, the accessibility of the server
is an important issue. CDNs are well adapted to this fact and allow for better
accessibility of the whole application. A large number of participants in a sur-
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vey can result in a signi�cant amount of web tra�c. This should also be taken
into account when designing the recording system for the results, in particular
with respect to the capability of handling a high number of queries in a short
period of time. Apart from cloud services or CDNs, another suitable option is
limiting the number of simultaneous users of the application. If insu�cient com-
putational power or network resources are available, it is bene�cial to put the
users in a waiting queue and inform them about the waiting time. However, a
long waiting time could result in a decrease of successfully �nished surveys.
Also, the options for using cloud services or waiting queues are not mutually
exclusive and, if needed, they can be combined.

The client interface may change signi�cantly for the QoE crowdtesting, de-
pending on the users’ environment. This should be re�ected in the basic appli-
cation design and the implemented technologies should put minimal require-
ments on browser’s capabilities. In particular, the designer should focus on
widely available and adopted technologies, since users may access the appli-
cation from locations such as Internet cafes, where they are unable to install ad-
ditional software. According to [154], the technology mainly supported in web
browsers is still JavaScript, while Java is on a decline, with only approximately
70% of the market share. Similarly, other technologies like Silverlight, Quick-
Time or Mediaplayer are representing less than 50-70% of the market share.
Thus if the application requires support of not commonly used technologies,
e.g., Java, it will cause substantial loss of workers who successfully �nish the
assigned task. Losing 30% of the subjects in a QoE crowdtesting survey can
easily represent hundreds of people, causing a bias in the overall results and
demographics of the crowd.

Support for all the required features should be properly tested before the be-
ginning of the actual QoE assessment. These tests should include basic bench-
marks, to ensure the browsers’ ability to display the test correctly. For example,
the video QoE crowdtesting application of Gardlo et al. [155] included tests for
JavaScript and Flash support in the browser, Internet connection speed, screen
resolution and the �aw-less playback of high de�nition videos. Note that an
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important point is to keep the benchmarking time as short as possible, for not
interfering with the actual QoE crowdtesting, and thus distracting the users.

Se�ing up the Campaign

In the process of creating and setting up the new campaign, a fundamental ques-
tion is the maximum length of the test tolerated by the worker. Despite the ap-
parently rudimentary character of the question, the answer is rather complex,
as the length of the test strongly correlates to several parameters, namely the
overall enjoyability of the whole test, the complexity of the task, the user in-
terface, the amount of reward, and the worker’s ability to understand the task.
Concrete guidelines for the optimal length of a task cannot be given but still are
subject to ongoing research. Thus, only piloting phases can help to estimate a
meaningful duration for a concrete task.

Similar to the design guidelines for CNM tasks, also QoE crowdtesting tasks
should stick to a very basic and transparent design, with minimal requirements
for user interactions, preferably many of them automatized. Regardless of the
depth of the integration of automatized interactions, it is necessary to keep in
contact with the user and inform him about the task’s progress. It is bene�cial
to o�er users the application interface in their native language, possibly even by
only adding an automated translation plug-in to the page.

Workers should also be properly rewarded for the successfully �nished task,
with respect to the complexity and overall duration of the task. In [142], users
get only paid depending on speci�c rules after successfully completing a task
and achieving su�ciently high reliability scores. Better paid tasks will at-
tract more users, but they will also be more critical to the application. Work-
ers also tend to gather in virtual communities and share their experiences
with certain employers, contributing to an employer’s reputation and in ex-
tension the attractiveness of the tasks o�ered by this employer. Good payment
and properly designed applications without any errors will be well received
among the community, and this also helps to increase the overall e�ciency
of the QoE crowdtesting application.
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Two-Stage QoE Crowdtesting Design

Current platforms do not implement su�cient quality assurance to ensure high
data quality for QoE crowdtesting tasks. However, this can be overcome using
an own test server with tailored quality assurance mechanisms.

Some platforms allow for the automatic monitoring of user reliability using
gold standard data, which is common practice for many Crowdsourcing tasks.
However, for QoE assessment gold standard data is not available in general.
The ratings submitted by the workers are subjective and consequently there
is no correct answer that can be used as ground truth. Yet, depending on the
QoE assessment task, some secondary properties may be utilised as gold stan-
dard data, e.g., the number of noticed stalling events in a video, if the events
were introduced arti�cially and it is known objectively that stalling occurred
or not. Additionally, a dedicated test server allows the application designer to
implement social networks’ APIs, e.g., Facebook, and enables the employer to
utilise the mutual advantages of each of these two distinctive crowdsourcing
categories. We may, however, lose users without social network pro�le, but we
also gain an important advantage by having demographic data available with-
out any additional questionnaires. This reduces the overall testing time and the
additional data can also be used in assessing the users’ reliability.

The general recommendation for campaign settings is the two stage design.
The �rst stage represents a very simple and easy to do task, which

• tests the reliability of the users,

• gathers a huge panel of users,

• gathers information about the users in the crowd,

• has a duration of less than a minute and low payment, and

• can perform context monitoring: Hardware or software, or perform
user’s training.
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The intention of this stage is to create a pseudo-reliable group of users, who
will be later invited to the actual crowdtesting task. An example of such an
application is a simple screen quality test, where the user has to select visible
pictures from a group of di�cult-to-see or invisible images on a low quality
screen. The task is easy to do, fast to �nish and has low pay, so within a short
period of time and with low costs it is possible to create a reliable panel of users.
This stage signi�cantly improves the overall e�ciency of the whole campaign.

The actual QoE test is then conducted in the second stage, only with in-
vited reliable users from a previous campaign. However, it is important to test
if the same hardware or software is being used as in the �rst stage, but also to
test the users reliability, e.g., with content questions, demographic questions, or
repetitive presentation of tested content. Note, that the use of hidden reference
methods e.g. proposed in ITU-R BS.1116 [156] can be considered as consistency
questions as suggested in the two-stage design. This stage also requires a higher
reward for the workers. In the notion of ITU-R BS.116 [156], we also apply a pre-
screening and a post-screening technique. The major argument for introducing
the pre-screening, i.e. the �rst stage, is to reduce costs of the overall campaign
and to get a pseudo-reliable crowd, while the post-screening in the second stage
is required to ensure a reliable data set.

Although not necessary, it is reasonable that the task required of the workers
in the �rst stage is related to the task in second stage, e.g., if the main task in
second stage consists of a visual quality assessment, the �rst stage should also
consist of a task including visual stimuli as in a screen quality test mentioned in
the example above. Moreover, this can avoid any disappointment by the work-
ers, resulting in decreased reputation of the employer, if the tasks in the two
stages are very di�erent. Also not every worker passing the �rst stage may be
willing to participate in the second stage. In [157], e.g., up to 75 % of the workers
passing the �rst stage declined to participate in the second stage.
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5.2.4 Statistical Analysis of Test Results

The two-stage design and the general implementation guidelines recommended
in the previous section address the key issues discussed in Section 5.2.2 and
lead to an overall better reliability of the QoE crowdtesting results. But even
tough more reliable, the results may still contain a certain amount of unreli-
able ratings and/or workers. Similar to any laboratory-based QoE assessment
test, we therefore need to perform a statistical analysis of the results in or-
der to identify these unreliable results. Unfortunately, methods based on user
ratings commonly employed in subjective QoE assessment are not suitable in
the context of QoE crowdtesting. We demonstrate the shortcomings of these
methods on the example of two QoE crowdtesting studies on video stream-
ing. Before evaluating the commonly used screening methods from literature,
we brie�y introduce the details of a QoE crowdsourcing study, followed by
a demonstration of the severe concealed in�uence of unreliable ratings on
QoE results. Appropriate metrics to report the reliability of the results of QoE
crowdtesting campaigns are then suggested.

Existing QoE Crowdtesting Data for Further Evaluation

For the statistical analysis, the results from a subjective user study on video
streaming, which we detail on in the following, are revisited with respect to
reliability YouTube video streaming is considered, where impairments in the
network are perceived as stalling of the video playout by the user. If the avail-
able network bandwidth is lower than the video bit rate, video transmission be-
comes too slow, gradually emptying the playback bu�er until underrun occurs.
If rebu�ering happens, the user notices interrupted video playback, commonly
referred to as stalling.

In the QoE crowdtesting campaigns [26, 144], di�erent reliability mechanisms
are implemented as discussed in Section 5.2.2. In particular, unreliable users are
determined based on content questions, consistency questions, and gold stan-
dard data [26]. After watching a video, the users are asked to answer simple
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content questions about the video clip. For example, “Which sport was shown
in the clip? A) Tennis. B) Soccer. C) Skiing.” The users are asked about their ori-
gin country in the beginning and about their origin continent at the end of the
test to check their consistency. As gold standard data, we include videos without
any stalling and additionally ask participants: “Did you notice any stops to the
video you just watched?”. If a user then notices stops, we disregard his ratings.
We also monitor the user’s interactions as proposed in Section 4.1. In this par-
ticular case we record browser events in order to measure the focus time, which
is the time interval during which the browser focus is on the website belonging
to the user test. In order to increase the number of valid results from crowd-
sourcing, we display a warning message if the user did not watch more than
70 % of the video. The users can decide to watch the video again or to continue
the test. When users became aware of this control mechanism, the percentage of
completely watched videos doubled and almost three times more users could be
considered reliable than without the system warning. In particular, we consider
a user and all his ratings to be unreliable, if one of those questions is answered
incorrectly or the video focus time is shorter than the video duration.

To have a realistic test scenario, the video experience in the test should mimic
a visit of the real YouTube website. To this end, an instance of the YouTube
Chromeless Player is embedded into dynamically generated web pages. With
JavaScript commands the video stream can be paused, a feature we use to simu-
late stalling. In addition, the JavaScript API allowsmonitoring the player and the
bu�er status, i.e. to monitor stalling on application layer, by checking the cur-
rent state of the player. In order to avoid additional stalling caused by the test
users’ Internet connection, the videos had to be downloaded completely to the
browser cache before playing. This enables us to specify �xed unique stalling
patterns which were evaluated by several users.

During the initial download of the videos, a personal data questionnaire is
completed by the participant which also includes consistency questions men-
tioned above. The user then sequentially views six di�erent YouTube video clips
with a prede�ned stalling pattern. Typical YouTube videos of various content
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Table 5.3: Details on the QoE crowdtesting data sets.

YouTube

Impairment Stalling: video interruptions and waiting
times

Rating scale Ordinal 5-point ACR scale

Test method Single stimulus

ITU Rec. ITU-T P.910

#Videos 21 typical YouTube videos

Video duration 30 s

#Subjects 722

Reliability Gold standard, consistency and content
questions, video focus time

classes like news, sports, music clips, cartoons, etc. are used in the tests. Thereby,
the video clips have di�erent resolutions, motion patterns and video codec set-
tings, but a �xed length of 30 s. After the streaming of the video, the user is
asked to give his current personal satisfaction rating during the video stream-
ing on an ordinal 5-point absolute category rating (ACR) scale. More details on
the test setup can be found in [26, 138].

Influence of Unreliable User Ratings on QoE Results

For the YouTube tests, the unreliable user ratings are determined based on con-
tent questions, consistency questions, gold data, and video focus time as de-
scribed in the previous section. The results for the QoE crowdtesting campaign
are depicted in Figure 5.5 as a CDF of the unreliable user ratings as well as the
corresponding 95 % con�dence interval.

The unreliable user ratings F can be approximated by a discrete uniform dis-
tribution U with values from 1 to 5. The average user rating F and the expecta-
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Figure 5.5: Unreliable user ratings for YouTube crowdsourcing tests identi�ed by
means of reliability mechanisms as described in Section 5.2.4.

tion value U are 3.04 and 3.00, while the standard deviations are �
F

= 1.45 and
�

U

= 1.58, respectively. A Pearson’s �2 test is performed with the null hypoth-
esis that the unreliable ratings are uniformly distributed. At the 5 % signi�cance
level, the null hypothesis cannot be rejected with a p-value of 0.39 to observe
the given statistic with probability p.

Figure 5.6 depicts the in�uence of unreliable user ratings on QoE results. In
particular, the Mean Opinion Scores (MOS) and the corresponding 95 % con�-
dence intervals for YouTube experiments are plotted depending on the test con-
ditions, representing the number of stalling events during the YouTube video
playout in that case. The reliable user ratings from the YouTube experiments
(237 in total) are therefore considered in presence of a ratio of ↵ unreliable rat-
ings in relation to the overall number of ratings. According to Figure 5.5, the
unreliable user ratings are drawn from a uniform distribution between 1 and 5.
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Figure 5.6: MOS values and corresponding 95 % con�dence intervals for reliable
YouTube ratings in presence of ↵ unreliable ratings. The unreliable user
ratings follow a discrete uniform distribution as in Figure 5.5.
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The three di�erent curves for ↵ in Figure 5.6 illustrate the following observa-
tions: Firstly, the obtained MOS values look all reasonable. The presentation of
MOS values only does hence not allow to identify the validity and the reliability
of the results. The results, however, clearly show a severe impact of unreliable
users on the observedMOS values eR

x

for a test condition x. The trueMOS value
R

x

for ↵ = 0 is shifted towards the average unreliable user rating F = 3, with
e
R

x

= (1�↵)R
x

+↵F . Unfortunately, many subjective user studies only present
MOS values without quantifying the reliability. Often con�dence intervals are
misused to quantify the reliability of the user ratings, but a 95 % con�dence in-
terval for a MOS value only shows that the mean rating including the unreliable
user ratings lies within the con�dence interval with a probability of 95 %. Sec-
ondly, the length of the con�dence intervals I may therefore even decrease in
the presence of unreliable user ratings due to the increased numberN of ratings
in total, as I ⇠ 1

/

p
N . As a consequence, we conclude that reliability has to be

quanti�ed for QoE crowdtesting by appropriate means and that unreliable user
ratings have to be �ltered out which will be discussed in the next section.

Comparison of User Rating based Screening Mechanisms and
Additional Reliability Mechanisms

In the literature there exist two overall categories of screening mechanisms:
First, �ltering of users based on the user ratings and second, screening of users
independently of the ratings, but with additional reliability mechanisms, e.g.,
consistency tests [26, 158, 159]. For brevity, we will abbreviate user rating based
screening mechanismwith URS and additional reliability mechanisms with ARM.
The ARM approach leads to extra e�ort in the implementation and in the analy-
sis, however, unreliable users can be clearly identi�ed. To illustrate this, we use
the reliable and unreliable users from the earlier described YouTube experiments
which follow the ARM approach and implement several reliability mechanisms
from our proposed two-stage crowdtesting design as gold standard data. Then,
we apply di�erent URS screeningmechanisms from literature and compare their
ability to identify unreliable users for the YouTube results.
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URS screening methods can be roughly separated into at least two classes
[156]: One is based on �nding inconsistencies compared with the mean result
and relies on the ability of the subject to make correct identi�cations. The sec-
ond class primarily removes subjects who cannot make the appropriate discrim-
inations. Considering the variability of subjects’ sensitivities to di�erent arte-
facts [160], however, caution should be exercised in using URS [156]. As we will
show in the following, URS screening mechanisms based on user ratings are not
su�cient for QoE crowdtesting and thus ARM is necessary for unreliable user
identi�cation. Speci�cally, we will have a closer look the ITU-R BT.500 [139],
crowdMOS [88], Random Clicker [161], and Quadrant of Euphoria [142] as exam-
ples of URS screening mechanisms.

The ITU-R BT.500 recommendation proposes to screen subjects with the �

2

test. It counts, whether the scores of subjects lie in an interval around the mean
of all ratings for the corresponding test condition. The length of the interval
above and below the mean is m-times the standard deviation of all ratings
for this test condition. The kurtosis coe�cient �

2

is then used to determine
if the user scores are statistically normal or not. The factor m is chosen to be
m = 2 (normal distribution) and m =

p
20 (no normal distribution), respec-

tively. Based on this count, a user is rejected. More details can be found in [139].
Figure 5.7 shows the results for ITU-R BT.500 ( the very left group ) and the re-
maining three URS screening mechanisms. Each screening mechanism is eval-
uated on the data of four di�erent YouTube crowdtesting campaigns. It can be
seen that only half of the users are �ltered correctly by the �

2

test. It accepts,
however, also a large ratio of unreliable users. Hence, this method alone is not
recommended for QoE crowdtesting.

The crowdMOS framework for subjective user studies proposes a di�erent
URS screening mechanism: The sample correlation coe�cient between the av-
erage user rating of a worker and the global average rating is used to identify
unreliable users. The user ratings are averaged for the same test conditions, e.g.,
number of stalling events in the YouTube experiments. A user is rejected, if the
correlation coe�cient is below a certain threshold, e.g. 0.25 in [88]. Then the
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Figure 5.7: URS screening approaches �lter out users based on their ratings. The
application of those approaches to YouTube results shows that only a
fraction of users is correctly identi�ed. QoE crowdtesting requires ARM
mechanisms.
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global average rating is computed for the remaining users and the correlation
coe�cient is recomputed. Users are ranked in decreasing order of the correla-
tion coe�cient and the user screening starts again. Figure 5.7 shows that the
crowdMOS approach �lters only half of the users correctly. A large fraction of
unreliable users is accepted, which can be reduced by increasing the threshold
that, however, would result in an even larger ratio of reliable users rejected.

Kim et al. [161] investigate how to �lter Random Clickers in a crowdsourcing-
based study. In particular, Pearson’s �2 test is applied to test the null hypothesis
that the user is a random clicker. The resulting p-value is used for excluding
users with a hight p-value above a certain threshold. Kim et al. use a thresh-
old of 0.02. This approach seems quite promising, as the results shown previ-
ously clearly reveal unreliable user ratings to be randomly clicked. Figure 5.7,
however, shows that the random clicker approach rejects many reliable user
ratings, as they appear to be statistically random. This may be caused by the
actual test design and the order of test conditions. Another explanation is the
fact that users cannot di�erentiate the impact of the test conditions or per-
ceive some test conditions equally. While an increased threshold reduces the
ratio of rejected reliable users, it also leads to a higher ratio of accepted unre-
liable users. We conclude that the analysis of random user ratings is also not
su�cient for unreliable user identi�cation.

Chen et al. [142] present the Quadrant of Euphoria which is a web-based
crowdsourcing platform for QoE assessment. For �ltering out unreliable sub-
jects, a new metric is introduced, the Transitivity Satisfaction Rate (TSR). TSR is
de�ned as the number of judgement triplets satisfying transitivity divided by the
total number of triplets where transitivity may apply. Transitivity in this context
means the reasonable assumption that preferences of users are a transitive rela-
tion. Hence, if a user prefers the test condition A to B and B to C, the user will
normally prefer A to C and users are rejected, if the TSR value is below 0.8 [142].
The obtained results are similar to the crowdMOS approach as a large ratio of
unreliable users is accepted while some reliable users are rejected. Similarly to
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crowdMOS, the threshold value can be �ne-tuned to reduce the acceptance of
unreliable users, but at the cost of an increased rejection of reliable users.

We conclude that the URS approaches presented in this section and sum-
marized in Table 5.4 cannot be used alone to clearly identify unreliable users.
Hidden in�uence factors or the variability of subjects’ sensitivities to di�er-
ent artefacts are not determined by those URS approaches. Although a com-
bination of them may be interesting to improve screening, such as combin-
ing the random clicker approach and ITU-R BT.500, this remains a topic for
future work. In summary, the screening of subjects should be done based on
ARMmethods as proposed in our two-stage design, which clearly identi�es un-
reliable users independent of any hidden in�uence factor and the actual user
rating. In [142], the payment of crowdsourcing users depends on a reliability
metric in the form of the TSR above a certain threshold. Still, for the same
reasons, it is recommended that payments are only refused when a subject is
rejected according to the ARM methods.

5.2.5 Best Practices for QoE Crowdtesting

Summarising the rules proposed in the last sections in the form of best prac-
tices for designing QoE crowdtesting campaigns, we can di�erentiate between
three main categories: Technical implementation, campaign and task design, and
statistical analysis.

The Technical implementation of the test should take into consideration the
spread of the used technology among the targeted crowd. The use of widely
available technologies, e.g., HTML 5, are strongly recommended. Depending on
required computational power, size of the crowd and/or geographical location,
CDN networks and Cloud services can provide better service in comparison
to a standalone server as discussed in Section 5.2.3. To cope with the limited
reliability of the crowd and other factors in�uencing the rating behavior, for the
campaign and task design we recommend the following steps:
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Table 5.4: Comparison of URS screening methods based on user ratings.

Approach Key measure for identifying reliable users

ITU-R BT.500 [139] �

2

test counts the scores of a subject lying
in an interval around the mean of all
ratings for the corresponding test condition

CrowdMOS [88] Sample correlation coe�cient between the
ratings of a subject and the global average
rating

Random Clicker [161] p-value of Pearson’s �2 test that the user
ratings are random

Quadrant of Euphoria
[142]

Transitivity satisfaction rate by counting
the triplets of user ratings u

A

, u

B

, u

C

for
conditions A,B,C following a transitive
relation
(u
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< u
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^ u
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) u
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1) The task should be designed to prevent cheating [75].

2) A pseudo-reliable crowd is created by simple, short, and cheap tests with
di�erent reliability elements. Only reliable users are then allowed to pass
to the actual QoE tests with higher payments. This approach is also
known as pilot task and main task [157].

3) Di�erent elements need to be added in the task design to check the re-
liability of the users [26] and to �lter out unreliable users in the �rst
and second stage of the QoE test. Combining these elements also leads
to an improved reliability of the results [162]. Additional ARM reliability
mechanisms include, but are not limited to:

a) Veri�cation tests [158, 159], including captchas or computation of
simple text equations: “two plus 3=?”, “Which of these countries con-
tains a major city called Cairo? (Brazil, Canada, Egypt, Japan)”.

b) Consistency tests: First, the user is asked “In which country do you
live?”. Later, the user is asked “On which continent do you live?”.

c) Content questions about the test: “Which animal did you see?” (Lion,
Bird, Rabbit, Fish).

d) Gold standard data [163]: “Did you notice any stops to the video you
just watched?” (Yes, No), when the actual test video did not include
any stallings.

e) Application-layer monitoring [20, 26]: Monitoring of response
times of users and browser events to capture the focus time.

The important thing to keep in mind is not to add too many reliability items,
as otherwise the assessment task will become too lengthy. Further, too many of
these questions may give a signal of distrust to the users. As a result, users may
abort the survey. In general, incentives and proper payment schemes depending
on the actual work e�ort are the key to high quality work. Incentive schemes
such as gami�cation have the potential to make crowdsourcing an even more
powerful tool to deliver high data quality in QoE assessment.
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Regarding the best practices for evaluating the campaign and calculating the
overall statistics of the crowdsourcing testing we encourage the use of a combi-
nation of URS and ARM mechanisms. URS methods alone cannot clearly iden-
tify unreliable users, since, e.g., hidden in�uence factors or the variability of
subjects’ sensitivities to di�erent artefacts are not determined.We therefore rec-
ommend to use ARM approaches for screening of test subjects that are able to
clearly identify unreliable users independent of any hidden in�uence factor and
the actual user rating. Nevertheless, reliability measures such as inter- and intra-
rater reliability should always be given for QoE crowdtesting studies, where
high values show reliable user ratings, but low values imply the presence of un-
reliable users or hidden in�uence factors in the QoE crowdtesting campaign [3].
The results of crowdsourcing user studies should always be accompanied by the
description of the used ARM mechanisms, and also by the description of other
reliability measures which have been used.

5.3 Lessons Learned

In this chapter we presented two use cases illustrating the bene�t of using
crowdsourcing in scienti�c research. We showed that crowdsourcing based net-
work measurements can be used to achieve a realistic view on the network from
an end-user perspective. In comparison to existing measurement approaches,
crowdsourcing based measurements provide a) a less detailed, but also less
biased view than data provided by Internet service providers, b) a less reli-
able, but more diverse and realistic view than measurements in distributed
testbeds, c) slight more costly, but much faster measurements than voluntary
participation approaches. However, traditional measurement setups cannot be
crowdsourcedwithout adaptations incorporating the technical limitations of the
end-user devices and other crowdsourcing speci�c requirements, like additional
quality assurance mechanisms.

Similarly, we demonstrated that Quality of Experience tests can be crowd-
sourced enabling large scale assessments in realistic environments. As Qual-
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ity of experience tests are based on subjective ratings for the participants,
most common crowdsourcing quality control mechanisms like gold standard
data are inapplicable. Also common quality control techniques used in lab-
oratory setting cannot be applied directly. However, we showed that using
a two-stage campaign design in conjunction with a combination of di�er-
ent quality control mechanisms, e.g., content questions, consistency ques-
tions, and application layer monitoring, allows to obtain reliable results in a
timely and cost e�ective manner.
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Computer systems have evolved from large scalemachines used for calculations,
to handheld devices that can almost act as personal assistants. But even if com-
puter systems replace human work-force in many parts of everyday life, there
still exists a large number of tasks that cannot be automated, yet. This also in-
cludes tasks, which we consider to be rather simple like the categorization of im-
age content or subjective ratings. Traditionally, these tasks have been completed
by designated employees or outsourced to specialized companies. Recently the
crowdsourcing paradigm is more and more applied to complete human-labor
intensive tasks. Crowdsourcing aims at leveraging the huge number of Internet
users all around the globe, which form a potentially highly available, low-cost,
and easy accessible work-force.

To enable the distribution of work on a global scale, new web-based services
emerged, so called crowdsourcing platforms, that act as mediator between em-
ployers posting tasks and workers completing tasks. However, the crowdsourc-
ing approach, especially the large anonymous worker crowd, results in two
types of challenges. On the one hand, there are technical challenges like the
dimensioning of crowdsourcing platform infrastructure or the interconnection
of crowdsourcing platforms and machine clouds to build hybrid services. On the
other hand, there are conceptual challenges like identifying reliable workers or
migrating traditional o�-line work to the crowdsourcing environment.

In this monograph, we analyze and model current crowdsourcing systems to
optimize crowdsourcing work�ows and the underlying infrastructure. We re-
view existing crowdsourcing systems and use the resulting categorization of
crowdsourcing tasks and platforms to derive generalizable properties. Based on
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6 Conclusions

this categorization and an analysis of a commercial crowdsourcing platform,
we develop models for di�erent aspects of crowdsourcing platforms and crowd-
sourcing mechanisms. A special focus is put on quality assurance mechanisms
for crowdsourcing tasks, where the developed models are used to assess the
suitability and costs of existing approaches for di�erent types of tasks. Further,
a novel quality assurance mechanism is developed and its feasibility is shown.
The �ndings from the analysis of existing platforms, the derived models, and the
developed quality assurancemechanisms are �nally used to derive best practises
for two crowdsourcing use-cases. These two exemplary use-cases cover aspects
typical for a large range of crowdsourcing tasks and illustrated the potential
bene�ts, but also resulting challenges when using crowdsourcing.

The analysis of current crowdsourcing systems presented in this monograph
consist of two major parts. In a �rst step, we review the general concepts of
the crowdsourcing approach and how they are implemented by today’s crowd-
sourcing platform providers. This leads to a coarse categorization of tasks and
platforms, which can be used for system modeling and helps to identify com-
mon properties of a large number of tasks and platforms. In a second step, we
provide an in-depth analysis of a single commercial platform that is based on
a database snapshot from Microworkers.com. The evaluation shows that the
users have a heterogeneous cultural background. This has a signi�cant impact
on how crowdsourcing tasks need to be designed by employers to achieve opti-
mal results. Due to the di�erent native languages of the crowdsourcing workers,
multi-lingual task interfaces might be required to leverage the full potential of
the workers. Further, cultural di�erences might a�ect task ratings, e.g., while
identifying mature content.

The results of the analysis of crowdsourcing systems are then used to model
the growth of crowdsourcing platforms and the activity of the users. We show
that even a simple square growth model enables platform operators to accu-
rately estimate the future development of the user base for up to two years.
These estimations can be used to dimension the platform infrastructure accord-
ingly. Moreover, a �uid model is presented describing the registration process
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of platform users and the transition between active and inactive users on the
platform. This model enables the platform operator to evaluate di�erent adver-
tising strategies to attract new users and also di�erent strategies to keep reg-
istered users active. Comparing di�erent advertisement campaign lengths and
durations, we identify short and high intense campaigns as the most promising
approach in this context.

One of the most challenging aspects of crowdsourcing and also one of the
most important factors from an employer’s point of view is the quality control
of task results submitted by the workers. A common approach is assessing a
worker’s reliability and use this information to estimate the quality of the sub-
mitted results, like in the gold standard approach. However, this often results in
higher costs per task, due to the additional e�orts for theworkerswhile perform-
ing the reliability tests. To overcome this, we illustrated the possibility to assess
a worker’s reliability based on his interactions with the task interface. Using a
poof-of-concept implementation, we show that this approach is capable of iden-
tifying unreliable workers without additional consistency or gold standard ques-
tions. Further, we develop models for a majority decision and a control group
based quality assurance mechanisms that allow to assess the capability of de-
tecting invalid results and the corresponding costs. From our evaluation we can
conclude that majority decisions are cost e�ective for simple and cheap tasks,
while a quality assurance mechanism using a control group is cost-e�ective for
high paid tasks.

In the �nal part of this monograph, we illustrate the bene�ts of crowdsourc-
ing for network measurements and subjective user studies, but also potential
pitfalls and limitations. Using a comprehensive set of di�erent studies, we are
able to derive a set of best practises for designing tasks and adapting existing
researchmethodology to the crowdsourcing environment. Due to the diverse re-
quirements of the crowdsourced network measurements and the crowdsourced
subjective studies, the derived guidelines can easily be applied to a wide range
of commercial crowdsourcing applications, as well.
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6 Conclusions

With the ongoing digitalization and globalization of the labor markets, the
crowdsourcing paradigm is expected to gain even more importance in the next
years. This is already evident in the currently new emerging �elds of crowd-
sourcing, like enterprise crowdsourcing or mobile crowdsourcing. The mod-
els developed in this monograph enable platform providers to optimize their
current systems and employers to optimize their work�ows to increase their
commercial success. Moreover, the work presented improves the general under-
standing of crowdsourcing systems, a key for identifying necessary adaptions
and future improvements.
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