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1 Introduction

The ongoing globalization and digitalization of the modern working world open

new possibilities of work organization and processing. Following this trend, en-

terprises integrate IT solutions in their business processes to optimize work-

�ows and increase e�ciency. As a result, employees have to work with appli-

cations, technical services, and systems every day for hours. From the technical

perspective these applications and services are often operated remotely in large

data centers or clouds for bene�ts in terms of �exibility and scalability. However,

performance degradation, e.g., network delays or load peaks in the data center,

might be perceived negatively by the employees, increase frustration, and might

also have a negative e�ect on their productivity. The assessment of the appli-

cation’s performance in order to provide a smooth operation of the application

is part of the application management. Within this process it is not su�cient

to assess the system performance solely on technical performance parameters,

e.g., response or loading times. These values have to be set into relation to the

perceived performance quality on the user’s side.

A concept, which follows this strategy, is the concept of Quality of Expe-

rience (QoE). QoE describes the quality of an application, service, or system

as perceived by the user [18]. By using QoE models the QoE can be predicted

based on objective metrics. Due to the subjective nature of the QoE, building

such models requires a ground truth in terms of the individual opinion of the

users. Such quality assessments are collected in user studies. Here, the users

rate the perceived application’s quality under speci�c conditions, e.g., a certain

network delay. Based on the ratings, factors in�uencing the perception are iden-

ti�ed, evaluated, and considered in the QoE model. The integration of the model
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1 Introduction

in the application or network management work�ow provides the opportunity

to use resources e�ciently while considering the user’s satisfaction. Related to

the context of this thesis, estimating the QoE of business applications requires

also an underlying QoE model.

As the perception of humans depends on multiple factors, the evaluation of

these QoE in�uence factors is one challenge of QoE modeling. The investigation

of such in�uence factors for a diverse set of applications was subject of multi-

ple studies in previous research, e.g., for multimedia services, web applications,

and VoIP services. For these applications relationships between user-provided

ratings and objective metrics were found and QoE models were built. However,

there is little knowledge about the QoE of business applications yet. It is unclear

if achieved insights, proposed monitoring standards, and models for applica-

tions with similar characteristics, e.g., web-based applications, are transferable

to this domain. Especially, as there are obvious di�erences between enterprise

applications and applications used in leisure time. To name a few, the employees

have no free choice which application to use, the applications have to be used

frequently and on a regular basis, and their complexity often requires domain

knowledge. Further, the context of usage might be more relevant, e.g., employees

might be less tolerant of performance issues while talking to customers. These

di�erences even more point out the necessity of proper methodologies for QoE

studies in the domain of business applications.

Besides the traditional approach to run subjective experiments for collecting

quality ratings in labs, crowdsourcing was established as a tool for conduct-

ing studies and acquiring study participants. Crowdsourcing, a composition of

the terms crowd and outsourcing, was popularized by Je� Howe in 2006 [19].

He described it as the process of outsourcing a job traditionally performed by

an employee to a large and unknown group of people via an open call. Since

crowdsourcing covers a wide range of diverse activities and encompasses many

di�erent practices, a variety of de�nitions exists nowadays [20].

Crowdsourcing-based user studies often focus on a speci�c form of crowd-

sourcing – the microtasking. Here, small, simple, and repetitive tasks are solved

2



by the crowd (workers) typically for a small �nancial reward [21]. Common mi-

crotasks are, for example, data engineering jobs, e.g., enhancement and veri�-

cation of given data sets, and testing or research tasks ranging from user stud-

ies to software application testing. The completion of microtasks is typically

requested by companies, researchers, or private persons, the commonly called

employers or requesters. Traditionally, the relationship between employers and

crowd workers is anonymous and there is no direct communication between

these parties. Therefore, crowdsourcing platforms act as a mediator. Examples

for popular microtasking platforms are Amazon Mechanical Turk (MTurk)
1

and

Microworkers
2

. Another platform, often used in the crowdsourcing research

community, was Figure Eight
3

(formerly known as CrowdFlower). This plat-

form was a meta-platform, meaning that most of the workers were recruited

from other microtasking platforms.

By using these platforms, user studies can be conducted online and unsu-

pervised. The unsupervised condition, in combination with the anonymity and

temporal nature of the employer-worker-relationship, lead to numerous chal-

lenges and research questions. One of the main issues is the assurance of the

quality of task and test results. Due to missing communication between em-

ployers and workers, the task design including the description of the requested

work is an essential factor. Ambiguous instructions may lead to misunderstand-

ings about the requested work and result in unexpected, unsatis�ed outcomes.

Other reasons may be unreliable workers who are solely focused on the maxi-

mization of their gains while minimizing their e�orts. To solve this problem, in

the past years multiple quality control mechanisms were introduced and best

practices for crowd-based QoE studies were published [22]. However, most of

the approaches to improve the result quality focus on the employer’s perspec-

tive while demands and preferences of the workers faded into the background

or were even not considered at all.

1

https://www.mturk.com/; Accessed: August 1st

, 2020

2

https://www.microworkers.com/; Accessed: August 1st

, 2020

3

https://www.�gure-eight.com/; Accessed: March 1st

, 2020

3

https://www.mturk.com/
https://www.microworkers.com/
https://www.figure-eight.com/


1 Introduction

Investigating the QoE of business applications with laypersons, e.g., acquired

from a microtasking platform, might be not representative for the perception of

the employees. A context-related approach, that is in focus of this monograph, is

monitoring the QoE from employees during their regular work. The conduction

of QoE studies with employees in enterprises brings on new research challenges.

Aspects relevant to the enterprise, such as the prevention of interrupting critical

working processes and cost factors, need to be considered as well as e�ects on

the QoE need to be investigated.

This thesis contributes to solve the discussed challenges by presenting re-

search on QoE monitoring and modeling of enterprise applications. Besides fo-

cusing on estimating QoE through QoE monitoring within the enterprise, the

main challenge of crowd-based studies and tasks – the quality assurance – is

addressed. The following sections provide an overview about the scienti�c con-

tribution and present the outline of this thesis.

1.1 Scientific Contribution

This thesis covers topics related to the process of QoE monitoring and mod-

eling of enterprise applications. As there is little research on the QoE of this

domain yet, there are no standardized methods and strategies for the monitor-

ing process, as available for other types of applications and services. Hence, one

contribution of this work is proposing a general concept for estimating QoE in

the enterprise domain. This concept includes the identi�cation of applications

a�ected by performance issues within the often highly complex IT landscape

of the enterprise. Based on this, the evaluation of in�uence factors and �nally,

the modeling of the QoE is expounded. Besides the description and discussion

of the concept, this monograph covers various aspects and open challenges of

QoE estimation of enterprise applications. Here, the investigations set particular

attention to the applicability of methods and models in the practice.

Figure 1.1 classi�es the conducted research into the overall QoE monitoring

process. The research focuses not only on QoE studies conducted in the enter-

4
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Figure 1.1: Contribution of this thesis classi�ed into the QoE monitoring process of
enterprise applications. The notation [x]y indicates that the scienti�c
publication [x] is discussed in Chapter y.

prise environment. As an established tool for subjective experiments, microtask-

ing and its main issue, i.e., the quality assurance of task and study results, are

also subject of this work. Thus, the covered research aspects are classi�ed into

research done in enterprise environments (green colored boxes) and aspects re-

lated to crowdsourcing and microtasking in particular (brown colored boxes).

Further, the monitoring process is split into two parts. The �rst part covers

methodologies for collecting quality ratings from employees in enterprise envi-

ronments. This is indispensable for the QoE modeling. As the user’s perception

of the quality of the application might be in�uenced by multiple factors, the

evaluation of in�uence factors is addressed in the second part. The evaluation

comprises factors related to dimensions of the study design, e.g., the domain

knowledge of the participants, and related to the context of usage. Proceeding

from these steps, the focus is set to estimating QoE of enterprise applications.

Due to the subjective nature of QoE, the evaluation of in�uence factors on the

user’s perception and the creation of QoE models require the collection of qual-

ity assessments from the users. As mentioned, microtasking is a valuable strat-
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1 Introduction

egy to collect these ratings. Here, the varying quality of work and study results

is one of the main issue, addressed by numerous studies. However, existing qual-

ity assurance mechanisms su�er from drawbacks such as the dependence on the

task content or their expensive creation. Furthermore, approaches to improve

the quality are often oriented to the needs of the employers and the worker’s

perspective is unattended. To overcome these limitations, this work develops a

content independent quality control mechanism which identi�es reliable work-

ers based on their attention, which is a more general characteristic. This in-

troduced �lter can be applied to all types of tasks and research studies which

require a certain amount of attention from the workers. Further, approaches are

investigated to improve the quality of working results by optimizing the task

design. The proposed approaches consider the workers’ preferences when se-

lecting and working on tasks which are derived from a survey conducted on

di�erent crowdsourcing platforms.

Instead of using microtasking for the collection of quality ratings of business

applications, involving employees might lead to a more representative view on

the QoE. The integration of such studies into regular working processes, which

allows the consideration of contextual factors, poses new challenges. Besides

requirements such as the minimization of costs, the test participation should not

interrupt critical processes. These challenges are addressed by developing a non-

intrusive survey tool which considers enterprise speci�c requirements as well

as best practices for subjective experiments. The methodology is independent

from a speci�c application and business domain and can be utilized and adapted

to any interactive application with similar usage characteristics.

Regardless of whether subjective experiments are crowd-, lab-, or enterprise-

based, designing them is not trivial and various aspects need to be considered as

they might in�uence the ratings of the participants. These aspects cover char-

acteristics related to the test participants, such as the domain knowledge, and

the study environment, e.g., monitoring the QoE in the production system or in

an arti�cial test environment. Additionally, the method used to collect quality

assessments might in�uence the rating behavior and might result in di�erences

6



1.1 Scienti�c Contribution

in the provided view on the QoE. A test software which uses the traditional col-

lection method asks the users actively to rate the experienced quality after the

usage of the application. A di�erent approach, which might be easier to realize

in enterprise environments, o�ers the users the opportunity to provide ratings

on their own initiative similar to a complaint system. By discussing design di-

mensions and evaluating their in�uence on the QoE, this work sheds light on

the relevance of the study design. The analysis of design aspects also focuses on

the comparison of the QoE deduced from ratings acquired with the two men-

tioned approaches. Based on this analysis, the advantages and disadvantages of

the rating systems are discussed.

With regard to the QoE estimation, another aspect which needs to be con-

sidered is changes of the application behavior over time. Changes can be, for

example, caused by software updates or adjustments of the infrastructure. Es-

pecially, when modeling the QoE based on user-provided ratings and technical

performance data monitored in the production system these temporal e�ects

should be taken into account as they might a�ect the QoE. This topic is covered

in the thesis by the exploration of in�uences of behavioral changes on the expec-

tations of the employees as well as on the perception of the application’s quality.

Here, contextual factors such as working in di�erent areas of a business are con-

sidered. Besides these side e�ects, the relationship of user-provided ratings and

technical performance parameters might su�er from measurement inaccuracies

due to uncontrolled conditions of real-world monitoring. Thus, it is challenging

to create an accurate QoE model for enterprise applications based on noisy data,

as demonstrated by previous research. To solve this issue, this work proposes

two modeling approaches – threshold-based and machine learning-based. The

applicability of the approaches are demonstrated on data collected in a large

long-term user study conducted in a cooperating company.

To sum up, this monograph contributes to answering the following research

questions.

• How to monitor the QoE of business applications in general?

7



1 Introduction

• If crowdsourcing is used for subjective studies, how to optimize the qual-

ity of results by means of the task design?

• Which design dimensions need to be considered when conducting user

studies with employees in enterprises?

• How to collect quality assessments from employees during their regular

work?

• Does the collection method lead to di�erences in the provided view on

the QoE?

• Do temporal e�ects and measurement inaccuracies in�uence the rela-

tions between subjective ratings and objective metrics?

• How to estimate the QoE of enterprise applications from noisy data mon-

itored in the wild?

1.2 Outline of the Thesis

The organization of this monograph is illustrated in Figure 1.2. After this intro-

ductory chapter, the research questions are addressed in three chapters. At the

beginning of each chapter background information and related work is given

on the topic covered by the respective chapter. Then the studies and results are

presented. In the �gure research on microtasking and crowd-based approaches

are colored in brown and content solely focusing on the enterprise domain is

depicted in green. Each chapter summarizes the lessons learned in a concluding

section.

Chapter 2 focuses on the quality improvement of the work results of crowd-

sourced tasks. Starting with the employer’s view, in Section 2.2 a new �ltering

mechanism is developed to identify reliable workers based on their attention

and its applicability is evaluated. Moving on to the workers’ perspective, their

preferences and demands on the task design are explored in Section 2.3. Based

on the results of this study, two approaches to improve the performance quality

of the workers are evaluated. Section 2.4 presents results on the analysis of the

8
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Ratings (4.5)

Conclusion (5)
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Contribution (1.1)

Outline of 
the Thesis (1.2)

Figure 1.2: Organization of this monograph.
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1 Introduction

impact of reducing the task complexity by decomposing complex tasks into sim-

pler sub-tasks. The second improvement method focuses on lowering language

barriers by enabling the workers to process tasks in their native language. This

approach is evaluated in Section 2.5.

In Chapter 3 QoE monitoring in enterprise environments is tackled. A gen-

eral concept for monitoring and modeling QoE in the enterprise domain is pro-

posed in Section 3.2. By focusing on the collection of quality assessments of

enterprise applications, Section 3.3 discusses relevant dimensions of the design

of QoE studies. Further, investigations on the in�uence of two highly relevant

dimensions in the context of business applications on the QoE ratings are pre-

sented. These dimensions are the arti�ciality of the test system (Section 3.3.2)

and the domain knowledge of the study participants (Section 3.3.3). Based on

the study results as an indicator to collect quality assessments from the a�ected

people, namely the employees, a survey tool for collecting such ratings is devel-

oped in Section 3.4. This tool allows to gather ratings from employees during

their regular work. Besides the description of the used methodology, the appli-

cability of the tool is demonstrated based on two user studies in a cooperating

company.

Chapter 4 covers research towards estimating QoE of business applications.

The research is based on data collected in a long-term user study with a study

period of 1.5 years, as described in Section 4.2. To gain knowledge about ad-

ditional in�uence factors on the quality ratings, Section 4.3 explores the in�u-

ence of the method used to collect user-provided ratings on the QoE. Then Sec-

tion 4.4 analyzes the relationship between technical performance parameters

and the ratings collected with the traditional approach under consideration of

temporal side e�ects. Based on these results, a threshold-based model for QoE

estimation is introduced and its performance evaluated. Section 4.5 focuses on

the relation between self-motivated ratings and objective performance metrics.

By leveraging correlations, a machine learning-based QoE model is presented

and compared to the threshold-based approach.

Finally, Chapter 5 concludes this monograph.
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2 Improvement of Result �ality in

Crowdsourced Tasks

Even if the capabilities, resources, and performance of modern computers have

grown over the last decade, there are still numerous problems and tasks which

are not e�ciently solvable by machines. Instead, such tasks, e.g., creating ground

truth data to train machine learning algorithms, writing or summarizing arti-

cles, or still tagging images, need to be solved by humans. Furthermore, several

research questions need to be addressed by directly involving humans, e.g., in

subjective studies.

In this context, crowdsourcing (microtasking) gives access to a large and di-

verse group of people. Even if this o�ers many opportunities, it also raises many

challenges. Besides ethical challenges, e.g., unfair payments below country-

speci�c minimum wages or the uncertainty due to missing employment con-

tracts, requirements concerning the publishing and processing of sensitive data,

and the quality assurance of the work result need to be taken into account. In this

work, the quality of work results describes the degree of satisfaction of the re-

quester with the submitted results of the workers. Thus, high quality means that

the results entirely ful�ll the expectation of the requester. Contrary, results of

low quality do not meet the expectations at all. A commonly seen phenomenon

is a high variation of the quality which may be caused by diverse reasons and

in�uence factors. Besides worker-related reasons, e.g., unreliable or malicious

workers [23], that can be overcome by including quality assurance mechanisms

into the task work�ow, another main in�uence factor is the design of the tasks

including the general complexity, monetary reward, the interface design as well

11



2 Improvement of Result Quality in Crowdsourced Tasks

Section Research question Methodology

2.2 Is task-independent filtering 
applicable and valid?

Comparison of the attention of users
from an online panel and two 
crowdsourcing platforms using a 
newly developed attention test

2.3
Which design preferences 
have workers when selecting 
and working on tasks?

Analysis and comparison of answers 
given to a survey conducted on two 
crowdsourcing platforms

2.4
Which impact has task 
decomposition on the 
quality of work results?

Comparison of quality of work results 
of a task with and without 
decomposition submitted by workers 
from Microworkers

2.5
Does lowering language 
barriers improve the quality 
of work results?

Comparison of quality of work results
produced in English or native 
language by workers from 
Microworkers

Figure 2.1: Overview about addressed research questions and used methodology.

as the instructions. A badly designed task may lead to misunderstandings con-

cerning the expected work on the worker’s side and �nally results in an outcome

that is unsatisfactory for the employer and the worker. Further, the design may

also impact the task selection of the workers which in turn a�ects the overall

completion time of tasks. Often, it is important for the employers to get the re-

sults as fast as possible. Hence, both parties bene�t from a well designed task.

However, when optimizing the task design both points of view need to be taken

into account. While employers mainly focus on cost and time e�ciency and a

high quality of work results, the workers’ perspective is more complex as as-

pects like intrinsic and extrinsic motivation play a major role [24].

From the viewpoint of employers and workers several research questions

arise concerning the optimization of the task design. Figure 2.1 presents an

overview about the research questions addressed in this chapter as well as the

used methodology. Starting from the employer’s point of view, a quality control

mechanism, which identi�es quali�ed and reliable workers on general charac-

teristics and skills, is presented and evaluated. By investigating aspects of the
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2.1 Background and Related Work

task design that are important for the workers while selecting tasks and working

on them, the worker’s perspective on a good task design is considered. Further,

two strategies to reduce the complexity of tasks, i.e., by decomposing tasks into

less complex sub-tasks and by providing instructions in the native language of

the workers, are evaluated.

This chapter is structured as follows. Section 2.1 discusses in�uence factors

on the task selection of workers and on the quality of work results. Further, it

gives a brief overview about quality control mechanisms and related work on

design optimization. The section clearly shows the gap in literature leading to

the addressed research questions. Section 2.2 introduces and evaluates a new

control mechanism based on the attention of the workers, mainly based on [1].

On the basis of [3], Section 2.3 sheds light on important task properties while

selecting and processing tasks from the worker’s point of view. Further, design

preferences of workers from di�erent platforms are analyzed and compared.

Based on the results of this study, Section 2.4 evaluates how to reduce task com-

plexity by decomposing tasks into sub-tasks, which are less complex to solve,

and Section 2.5 investigates the impact of the instruction and working language

– typically English – as well as an improvement by providing instructions in

native language. Section 2.6 concludes this chapter.

2.1 Background and Related Work

While crowdsourcing platforms o�er several advantages for the employer or

researcher, such as access to a large pool of diverse workers or participants

for studies [25], due to the unsupervised and uncontrolled environment sev-

eral challenges must be met [26]. Besides ethical and privacy related aspects,

the involvement and interaction of human beings in such an uncontrolled envi-

ronment is a huge challenge. Multiple factors may in�uence the workers’ moti-

vation and performance on tasks. Therefore, ensuring a high quality of working

results is one of the main challenges. Nowadays, explicit and implicit approaches

for improving and ensuring the quality exist. Explicit approaches comprise qual-
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2 Improvement of Result Quality in Crowdsourced Tasks

ity assurance mechanisms which are mostly worker-related. This means, these

mechanisms focus on the identi�cation of reliable workers or their results, as

well as �nding workers whose skills and characteristics meet the task require-

ments. In contrast, implicit approaches are related to task properties, e.g. reduc-

ing the complexity or improving ambiguous instructions to avoid misunder-

standing. Thus, explicit mechanisms are more suited to support the employers’

search for reliable workers, while implicit approaches help reliable workers to

successfully complete tasks. In this section, �rst a brief overview about in�u-

ence factors on the task performance, and thus, on the quality of work results

is given. Second, explicit and implicit approaches for improving the quality are

presented and discussed.

2.1.1 Influence Factors on Task Selection and
Performance

When it comes to the participation and work performance of workers in crowd-

sourcing tasks, multiple aspects have proven to have a signi�cant impact. Be-

sides intrinsic motivational factors like enjoyment, challenge, and competition,

extrinsic factors set by the requester, e.g., payment or time needed for task com-

pletion, play an important role [24, 27]. These factors are individually weighted

during the task selection process [28]. Considering all these factors while de-

signing tasks is nearly impossible, especially as the factors depend on additional

task characteristics speci�ed by the task type, e.g., surveys or data engineering

tasks. Thus, in this section only a brief overview about the most important fac-

tors related to the task design, i.e., payment, instructions, and complexity-related

facets, is presented [29].

Typically, on microtasking platforms, the reward is de�ned by the employer

without strict speci�cations from the platform providers. Choosing an appro-

priate salary is di�cult, as it does not solely depend on the kind of task, its com-

plexity, and required completion time, it also has a direct impact on the task se-

lection by the workers. Di�erent payment schemes, e.g., �xed, lottery or charity
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2.1 Background and Related Work

rewards, incentivize workers with di�erent characteristics and attitudes which

may in�uence the outcome and the uptake time of tasks [30]. For example, tasks

with higher rewards are more attractive and accordingly, these tasks are selected

more frequently. Hence, paying higher rewards leads to faster, but not necessar-

ily better results [31]. Other payment strategies, such as the con�dence-based

mechanism by Shah and Zhou [32], may have a positive e�ect on the quality

of the work results. Furthermore, the rating behavior, meaning the fairness for

judging the submitted results and paying the workers, also in�uences the task

selection of the crowd. Workers try to reduce their risk of getting no reward due

to unfair employer ratings while searching for tasks [33].

A design aspect that does not solely in�uence the task selection but also the

work performance is the quality of the task description. Understanding the re-

quired work is essential to complete tasks successfully. Ambiguous instructions

lead to additional time workers have to invest to understand the expected work

to submit. Additionally, English is the commonly used language for describing

and processing tasks on international microtasking platforms such as Amazon

Mechanical Turk (MTurk) and Microworkers. Hence, language barriers may lead

to misunderstandings concerning the required work as English is a foreign lan-

guage for many workers [34, 35]. Gadiraju et al. [36] showed the necessity of

considering the ambiguity of instructions due to the regular confrontation of

workers with unclear formulations. Contrary to these �ndings are the results

of the study from Wu and Quinn [37] about the perception of the task instruc-

tion quality by workers. Here, the quality of collected instructions of tasks from

MTurk was positively rated in most of the cases. This opposing observation may

be biased by the study design, e.g., the instruction sample and the small number

of ratings per instruction. However, the authors found evidence about a positive

e�ect of following best practice guidelines when creating task instructions and

the selection of the tasks as well as the quality of work results. Relations between

other characteristics of the instruction such as the description clarity and other

task properties, like task complexity were analyzed by Gadiraju et al. [36]. How-

ever, a direct correlation between the clarity and the complexity was not found.
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2 Improvement of Result Quality in Crowdsourced Tasks

Nevertheless, task complexity has a signi�cant impact on the performance of

the workers [38]. Task complexity comprises various facets, e.g., the e�ort to

achieve the speci�ed goal (subjective complexity) or structural complexity. In

this context, Cheng et al. [39] investigated the relationship between quality of

work results and the length of tasks. They showed that smaller tasks (sub-tasks),

created by the decomposition of larger tasks, result in higher quality. However,

the maximal decomposition of tasks does not necessarily lead to higher-quality

results [40].

Acknowledging the importance of the overall complexity for characterizing

tasks performed by humans through computers, Yang et al. [41] worked towards

gaining a deeper insight into the distribution of task complexity among crowd-

sourcing tasks as well as its perception among workers. As a result, the authors

showed that, apart from the semantic content of a task and the used language,

the features related to its visual appearance in�uence the perception of its com-

plexity, and thus, can be utilized to accurately predict and measure it.

Besides the discussed, mainly extrinsic factors, it is also important to under-

stand reasons beyond poorly designed tasks which a�ect the quality of the re-

sults. These reasons are related to the intention of participation of the workers.

Based on the intention, two groups of workers are identi�able - workers who do

not intentionally produce poor results and those who intentionally cause harm

to the employers. The �rst group includes workers who are inattentive due to

distractions or other reasons [42] and workers who act to the best of their knowl-

edge, but nevertheless produce low-quality results, for example, due to a lack of

experience with the task subject. Thus, the quality of work results may be af-

fected by the fact that some workers will be more suitable for a given task than

others, depending on the respective task requirements [43]. The second group

consists of unreliable, malicious, and careless workers who generally lack the

motivation to conscientiously address the task in depth but aim for minimizing

their time spent and maximizing their rate wage [23]. Improving the task design

would not increase the results submitted by these workers. Hence, employers

need to include additional control mechanisms for ensuring the quality.
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2.1 Background and Related Work

2.1.2 Worker-based �ality Control

Multiple approaches exist to identify unreliable workers or low-quality results

submitted by them. These approaches are classi�able into two groups – a pri-

ori and a posteriori mechanisms [44]. As its name implies, a priori mechanisms

are applied to limit the task access to a certain group of workers while a poste-

rior mechanisms are used to assess the validity of results once they have been

submitted by the workers.

A widely used a priori technique is �ltering of the workers based on gold

standards [45], other quali�cation tests, or workers’ reputation on the platform.

Gold standards are questions or tests for which the optimal outcome is known.

In a gold standard transcription task, for example, an expert has already tran-

scribed a hand-written text. The workers’ results are compared to the gold stan-

dard, and a worker is considered quali�ed if her results match the gold standard.

While these questions or tests by their nature are not necessarily task-speci�c,

in practical reality, they often are. If gold standard quali�cation tests are to be

task-speci�c, they have the drawback that the gold standard data must be gener-

ated for each task individually. Furthermore, a gold standard test is not suitable

for all types of tasks, especially tasks with no prior known outcome, such as

surveys [23]. Another downside is that workers can circumvent certain gold

standard tests [46]. Likewise, workers’ reputation scores on the microtasking

platform are sometimes calculated based on having administered gold standard

tests. Thus, the drawbacks of gold standard tests, at least in part, equally apply

to the reputation score.

A posteriori mechanisms are mostly realized by integrating them into the

task work�ow. Examples are the assessment of results from one worker based

on her answers given to so-called consistency questions or from multiple work-

ers through agreement or majority votes. Consistency checks describe strategies

where slightly rephrased questions are repeated during the task or incompati-

bilities in answers are identi�ed, e.g., a worker who �rst claims to be 18 years old

and later claims to hold a supervisor position in her job. These checks are mostly

based on self-reported information of the workers. In contrast, agreement meth-
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2 Improvement of Result Quality in Crowdsourced Tasks

ods or majority votes are outcome-based, meaning the quality of the results is

solely assessed by analyzing the workers’ submissions. While agreement mech-

anisms directly compare the submitted results and identify submissions with

con�icts [47, 48], task work�ows including majority votes redirect the output

back to the crowd which votes for the best suited results [49]. Other works, e.g.,

the Find-Fix-Verify pattern introduced by Bernstein and colleagues [50], com-

bines multiple of these mechanisms in one work�ow.

To sum up, while several approaches exist to screen out poorly performing

workers or research participants, such as using their reputation on the platform,

instructional manipulation checks, task-speci�c gold standards, and consistency

checks, these approaches have individual drawbacks. For example, some of these

mechanisms are fakeable, some su�er from low reliability and validity, some

are task-speci�c, and thus, need to be devised on a per-task basis, and some

cannot be applied prior to the actual task. One approach, avoiding the need

for testing workers prior to each task type and avoiding having to generate

task-speci�c control work�ows and gold standards, is assessing more general

and context-independent skills or abilities such as intelligence or attention. So

far, little research has been done on assessing the attention of crowd work-

ers and/or research participants. Initial studies on the attentiveness of workers

were performed by Hauser and Schwarz [51] and Goodman et al. [35]. By us-

ing instructional manipulation checks, they found that crowdsourced and non-

crowdsourced participants did not di�er in attention when following instruc-

tions. Nevertheless, even if workers read the instructions carefully and the tasks

are easy, after a while, these tasks tend to become tedious due to their repeti-

tive nature, resulting in low-quality work [52]. Rothwell et al. [53] showed that

workers who were �ltered in advance, for example, by reputation or gold stan-

dard tests, and workers who were not �ltered in advance, do not clearly di�er

in attentiveness. Due to inattentiveness when reading instructions, workers in

both groups equally failed the attention checks. Additionally, Peer et al. [54]

highlight that attention checks may a�ect the outcome of tasks negatively.
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One of the reasons for the scarcity of the research on the assessment of the

workers’ attention is that existing attention tests are not usable in a crowdsourc-

ing environment. Therefore, the work focuses on the development and evalua-

tion of an attention test for �ltering workers a priori on their attention. The test

considers diverse challenges arising due to its application in a crowdsourcing

environment.

2.1.3 Aspects of Task-based �ality Improvements

As discussed in Section 2.1.1, considering the workers’ needs while creating

tasks is challenging. Especially due to the diverse facets which motivate the

crowd to participate in tasks and the high dimensional process of designing

tasks. The study of Schulze et al. [24] in 2011 gives �rst details about task prop-

erties that are important for workers with di�erent demographics while select-

ing tasks. An overview of the evaluated task properties is given in Table 2.1.

According to [24], workers from the US are more interested in enjoyable, sim-

ple, and short tasks from well-reputed requesters. In contrast, workers from In-

dia are more focused on reward-related aspects, such as earning bonuses for

good performance. Based on their �ndings, Schulze et al. [55] proposed a model

of the task selection process and a concept for further investigation of the sub-

ject. However, their studies so far are limited to workers from one platform –

MTurk. Hence, it is still not analyzed if the preferred task properties are compa-

rable to task characteristics from other microtasking platforms and if the pref-

erences change over time. Reasons for changes of the perception may be new

features or types of tasks in the platform and the high �uctuation within the

crowd, leading to newly, until now unidenti�ed task properties. This work takes

�rst steps to �ll this gap, by collecting opinions from workers of di�erent plat-

forms and analyzing di�erences between the preferences of the workers as well

as between the results and the �ndings of Schulze.
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2 Improvement of Result Quality in Crowdsourced Tasks

Table 2.1: Task properties investigated concerning their importance during the task
selection process [24].

Category Task Property

Task

Multiple tasks available

Short time for task completion

Task sounds interesting/enjoyable

Simplicity of task

Challenge of task

Payment
High reward per hour

Bonus for good performance

Description

Examples of correct/incorrect answers

Terms for rejection speci�ed

Background information about work

Short task description

Good language of description

Requester
High reputation of requester

Ability to contact requester

Various research exists about how to setup and run tasks considering factors

related to the performance of the crowd – a factor important for employers and

workers. Going into detail of all these approaches would go beyond this work.

An obvious factor which should be considered and reduced is the task complex-

ity. A reduction of complexity can be achieved by providing clear instructions

and simplifying the task through decomposition. Decomposition means to split

large, complex tasks into short and easy to solve sub-tasks which are preferred

by workers [39]. Even if the knowledge about the impact of the decomposition is

little, several tools for an e�cient decomposition are available, e.g., Curio intro-

duced by Law et al. [56] and Turkomatic developed by Kulkarni et al. [57]. Both

tools do not solely provide functionality for decomposing tasks, Turkomatic, for

example, focuses also on the design of task work�ows created by the workers

themselves. Further, Jiang and colleagues [58] formally describe and analyze the
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e�ciency of the decomposition of tasks into dependent and independent sub-

tasks while considering di�erent cost schemes. However, their work provides

no empirical study about the impact of task decomposition on the quality of

work results. Instead, the outcome is limited to the impact of payment schemes,

that di�er from usual payment method in crowdsourcing platforms, in com-

bination with task decomposition. Other research directions evaluated how to

group already decomposed sub-tasks with respect to the reliability of results and

cost e�ciency [59]. Due to the limitation of previous studies, e.g., investigating

the impact of the degree of decomposition using sub-tasks with nonuniform in-

terface designs or employing the same test group for all sub-tasks which may

lead to training e�ects, this work conducts an empirical study considering best

practices while designing the sub-tasks to further investigate the impact of the

decomposition on the quality of work results.

Best practices and guidelines for a wide range of di�erent tasks, e.g., [60],

highlight the necessity of including examples into the instructions, providing

training tasks [61], and keeping instructions as simple as possible [62]. Other

approaches to improve instructions and to reduce ambiguities directly involve

the workers into the creation process of the task description [63, 64]. Both work-

�ows iteratively identify cases of ambiguity and eliminate misunderstandings.

However, poor results caused by misunderstandings due to language barriers

can not be avoided. Providing the description of the expected work in native

language of the workers may overcome this issue. Khanna et al. [65] show that

this approach lowers the language barriers. In their study which is limited to in-

experienced low-income worker from India, the improvement of the quality of

working results is not solely caused by providing instructions in mother tongue.

Instead, the combination of several approaches, e.g., including examples, leads

to the observed increase of quality. As the quality may include di�erent aspects

depending on the type of task, an increase may be observed in di�erent ways.

This could be, for example, for tasks requesting to create text, an increase of the

diversity of the results. Jiang et al. [66] found evidence about the existence of

a relation between instructions and the diversity of task results for paraphrase
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collection. However, these studies focus solely on the impact of the instructions

on the quality of work results. It is still unclear, if there is also a relationship

between the task processing language and the quality.

Therefore, in this chapter the impact of the language of instructions as well

as the task processing language is evaluated. Besides lowering language bar-

riers while reading the instructions, processing tasks in native language, e.g.,

tagging images or writing articles which are typical crowdsourcing tasks, may

also signi�cantly improve the quality of work results in terms of correctness

and diversity.

2.2 Using A�ention Testing for �ality Assurance

Existing quality assurance mechanisms su�er from individual drawbacks, out-

lined in Section 2.1.2. To overcome the disadvantage of their dependency on

the task content, a mechanism which is based on non-fakeable characteristics

of the workers might be a solution. Such characteristics could be, for example,

the attention of the workers. Therefore, the applicability of a psychometric at-

tention test as a selection mechanism is investigated. The newly developed test

is applied prior to the actual task, it is fairly context independent and hence

works for many ensuing crowdworking tasks, and it cannot be faked up. Be-

sides the applicability, the predictive potential of the test and the �lter validity

are evaluated. Figure 2.2 gives an overview about the conducted studies for the

test evaluation.

2.2.1 Introduction to A�ention Testing

Attention is a basic cognitive function. It is de�ned as the sustained focus of cog-

nitive resources on relevant stimuli while ignoring irrelevant stimuli. Although

psychology distinguishes di�erent forms of attention, this work is concerned

with sustained selective attention, also called concentration. Sustained selective

attention is the ability to maintain a consistent behavioral response during a
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Section Evaluation Test version Study participants

2.2.3 Applicability and 
reliability 1 1313 participants from WiSoPanel, 

Microworkers and Figure Eight

2.2.4 Predictive validity 1 & 2 565 testtakers participating in study 
on applicability (Section 2.2.3)

2.2.5 Filter validity 2 144 participants from Microworkers

Figure 2.2: Overview about test evaluation.

continuous and repetitive activity. During this activity, a person tries to detect

the appearance of a target stimulus while suppressing a response to non-target

stimuli. Crowdsourcing tasks usually require a certain level of concentration on

the worker’s side, as the tasks are often simple but repetitive. That is why at-

tention tests lend themselves to the context of microtasking. There are many

attention tests such as KLT-R [67], CAPT [68], IMT/DMT [69], and d2-R [70].

These tests di�er in the complexity of their setup and in the degree to which

they are established and validated. Being attention tests, however, they share the

characteristic that the basic task, e.g., identifying target stimuli, is easy. Their

independence of intelligence makes the tests applicable to a large segment of the

population. A low attention test score indicates a low degree of attentiveness,

either resulting from a low ability to mentally focus or low motivation or ability

to take the test, e.g., not understanding instructions or motor impairments. The

idea is to make use of an attention test in a crowdsourcing setting to distinguish

workers who are attentive from those who are inattentive. For the practical pur-

pose of identifying good versus bad workers, it is not necessary to �gure out

why an individual worker scored low on the attention test. There are require-

ments of any attention test that is to be used in crowdsourcing or to be used in

an online setting more generally: Workers are paid per time, so the test must be

short, including its warm-up phase. Moreover, due to the global distribution of

23



2 Improvement of Result Quality in Crowdsourced Tasks

crowdsourcing workers [71], the instructions must be provided online without

personal interaction and must be understandable to users of various languages

and diverse cultural and educational backgrounds. Consequently, the test should

not require a superb command of the language the test is in, instructions should

be easy to follow, and the test itself should tap pure attention without requir-

ing further skills on the part of the worker, e.g., calculus. Furthermore, the test

should not require the worker to install any software, e.g., browser plug-in, and

should not require more than average hardware. The latter two requirements

imply that text-based attention tests are particularly suitable. Lastly, the test

should feature a large and broad norm sample: When testing only one sample

from any given platform, the sample’s attention score must be related to a suit-

able norm sample to get a sense of the level of attentiveness on this platform.

When perusing available o�ine tests, e.g., KLT-R, CAPT, IMT/DMT, and d2-R,

to see whether they meet the requirements of an online attention test, most tests

do not �t the purpose of assessing attention in an online environment. For ex-

ample, KLT-R takes too long, CAPT has a narrow norm sample and is not text

based, IMT/DMT takes too long and captures impulsiveness in particular. The

d2-R test comes close to ful�lling the requirements. The test is a revised version

of the original d2 test by Brickenkamp [72]. It is a validated and well-established

test of sustained selective attention. It is a paper-and-pencil cancellation task in

which participants �nd and cross out any letter d with two marks surrounding

it in a �eld of 14 rows, each row with 57 letters. The time for processing a row

is 20 s. The distractors are similar to the target stimulus; for example, a “p” with

two marks or a “d” with one or three marks. While it is not language free, the

test does not require a superior command of the test language, does not require

elaborate cognitive skills, is text-based, is short, and a norm sample is available.

Hence, the newly introduced test was inspired by the method of the d2-R [70].

Running an attention test online implies that it is administered in an unsu-

pervised manner. Due to the absence of an instructor, the test should include

detailed yet clear instructions. As the developed attention test is web-based,

the worker or a proband without crowdsourcing background, further referred
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as testtaker, does not need to install any software or needs more than average

hardware. Furthermore, testtakers may vary in the device on which they take

the test. Di�erences in screen size or input mode may in�uence testtakers’ per-

formance. Moreover, the particular surroundings and the situation in which test-

takers complete the test may lead to distraction as well as hidden in�uences such

as workers’ disabilities might a�ect test results. In addition, crowdsourcing-

speci�c challenges must be considered. The rewards earned through completing

the task may encourage tricking the system or rushing.

2.2.2 Description of A�ention Test a�entiveWeb

Based on the method of d2-R, the online attention test attentiveWeb is devel-

oped; however its realization di�ers from d2-R. In attentiveWeb, the letters are

realized as buttons labeled with the targets and distractors. The buttons are ar-

ranged in rows separated by small spaces between the buttons. By clicking the

buttons, the letters are marked as being crossed out. A button click cannot be re-

versed. The size of the display area is �xed, so the row of buttons is not wrapped

on small displays. In addition, the size of each testtaker’s display is assessed. If

the display happens to be too small, the participant is prompted to use a larger

display to accommodate an entire row of buttons.

Two versions of attentiveWeb are created as follows: In Version 1, the target

letter is d and the distractor letter is p, whereas in Version 2, the target letter is

“b” and the distractor letter is “q”. In contrast to d2-R, not all rows are visible at

once, but one row per screen is shown at a time. This allows enforcing a max-

imum working time of 20 s per row. After 20 s, a pop-up noti�es the testtaker,

and input is disabled. If the testtaker needs less than 20 s to process a row, a sub-

mit button enables manual submission. After a countdown of 3 s, the next row

is displayed automatically. In total, the testtaker completes 14 pages with one

row each. As feedback on the progress, the number of processed and number of

total rows are shown at the bottom of each page. Figure 2.3 depicts a sample of
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Figure 2.3: Sample of buttons shown on each test page of attentiveWeb.

buttons shown on each test page. Instructions are presented at the beginning of

the test. The instructions are given in simple English.

The custom metrics for evaluating a testtaker’s performance in the bench-

mark d2-R are the concentration performance (CP) and the error percentage

(E%). These metrics rest on the number of clicked target items TN and the num-

ber of errors. The errors are either omission errors E1 or confusion errors E2.

CP = TN − (E1 + E2) (2.1)

CP considers the number of processed target items TN and both types of errors,

see Equation (2.1); thus, it represents the quantity of correct performance given

the available time. For the calculation in attentiveWeb, just as with the d2-R [70],

the �rst and the last row are omitted. Thus, the maximum of CP is approximately

310 with a ratio of target and non-target items of 5:6. As the total number of

errors (E1 + E2) can be larger than the number of clicked target items TN ,

CP may be negative.

E% =
E1 + E2

TN
· 100 (2.2)

E% is the sum of errors (E1+E2) divided by the number of clicked target items,

see Equation (2.2); thus, it represents inaccuracy. As the total number of errors

can be larger than the number of clicked target items, E% ranges from 0 % to

more than 100 %. Again, the �rst and last row are omitted for the calculation.

The metrics in d2-R require that the testtaker has worked on the test, which

means that at least one target item should have been processed per row. Ad-
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ditionally, the computation of the d2-R metrics assumes that the testtaker

processes the items from left to right. Due to the unsupervised administration of

the test, the evaluation metrics in attentiveWeb were made more robust. As there

is no guarantee that each participant works on each row beginning on the left,

the start point in each row is determined. Further, CP and E% were adapted to

tolerate incomplete page submissions as follows: In each row, it is distinguished

if the testtaker has processed no item at all or if s/he has clicked at least one

button. If no button has been clicked, TN is calculated by the total number of

target items shown in the row; hence, the number of omission errors equals TN .

If no item has been processed, the number of confusion errors is zero. Then, CP

is zero, and E% is 100 %. If at least one item has been processed, the metrics must

be adapted only if no target item has been clicked. If the testtaker failed to click

any target item, TN is the number of target items from the �rst button to the

last-clicked non-target item, and the number of omission errors is the number

of unprocessed target items until the last-clicked non-target item. An adapta-

tion of E2 is not necessary. When using the adapted values of TN and E1, CP

equals E2, and E% is larger than 100 %.

As a minimal �ltering criterion when using attentiveWeb for quality control,

CP larger than zero and E% below 100 % should be used. Failing this check means,

that less target items than non-target items were clicked, indicating that the par-

ticipant did not understand or boycott the test. It is also useful to exclude work-

ers who did not process each row, meaning they click at least one button per

row. By adapting the accepted minimal concentration performance and error

rate the �lter mechanism can be individually adapted to the needed attentive-

ness depending on the task characteristics and requirements.

2.2.3 User Studies on Applicability

To (1) illustrate the applicability of the developed attentiveWeb, (2) determine its

reliability, and (3) evaluate the attention of workers in two microtasking plat-
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forms and in one online panel, three parallel user studies were conducted. In

this section, �rst the studies are described and then the results are presented.

Studies’ Description

To collect additional information about the testtakers, two questionnaires were

added to attentiveWeb (Version 1 with target letter “d”) – one given prior to and

one given after the attention test – to capture potential in�uences on the atten-

tion. In the �rst questionnaire, the testtakers indicated their gender, age, coun-

try of residence, and where they were completing the test. Moreover, the par-

ticipants self-report their state of attentiveness and mouse skills, as both might

correlate with the attention test results. In the second questionnaire, the testtak-

ers indicated their state of attentiveness again and provide information if s/he

did the d2 test before. The full set of questions is in Appendix B.1.

The user studies were �elded from May 30 to June 3, 2016. The participants

were recruited from three platforms: (1) Microworkers, (2) Figure Eight, and

(3) WiSoPanel, an online panel that holds Germans from all walks of life who

have agreed to take part in noncommercial web-based studies [73]. On the two

crowdsourcing platforms, workers were solicited by paid tasks. To prevent that

all available tasks were taken within the �rst hours, the tasks were released

successively. Otherwise, the tasks would have been available only to users from

speci�c time zones. The task was announced as taking 10 min to 15 min with

a reward of US$0.20. This corresponds to a typical payment on crowdsourcing

platforms [74]. In total, 420 participants from Microworkers submitted their an-

swers to the �nal questionnaire. On Figure Eight, 308 workers �nished the test.

In WiSoPanel, too, the task was announced to take 10 min to 15 min, but with a

reward of EUR 0.50. The participants from the WiSoPanel are used to a higher

payment than is customary in crowdsourcing platforms, i.e., about EUR 3-4 per

hour. Hence, compared to the two crowdsourcing platforms, a customary but un-

equal reward over an equal but unusually low reward was favored. To mimic the

wave-like manner in which the crowdsourcing workers were solicited, 12 237
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WiSoPanel users were invited via e-mail in four waves. Of those, 1 352 submit-

ted their answers to the �nal questionnaire.

For the evaluation only testtakers withCP > 0,E% < 100 %, and at least one

clicked button per row are considered, resulting in 940 users from WiSoPanel,

183 workers from Microworkers and 190 participants from Figure Eight. When

comparing the three platforms, the smallest share of participants is �ltered out

in Figure Eight (57 % of workers are left), the second smallest share is �ltered out

in WiSoPanel (51 % are left), and the highest share is �ltered out in Microwork-

ers (34 % are left). With Pearson’s chi-squared test the relationship between the

extent of �ltering and the platform is examined. The results show a signi�cant

association between these two variables (χ2(2) = 93.063, p < 0.001), mean-

ing that the number of users passing the �lter on Figure Eight and WiSoPanel

is signi�cant larger than on Microworkers.

The analysis of the answers of the �rst questionnaire shows that WiSoPanel

holds primarily Germans (94 %). The two crowdsourcing platforms are more het-

erogeneous with regard to workers’ country of residence. The three most fre-

quent countries of Microworkers are Bangladesh, India, and Serbia. On Figure

Eight, Serbia is most represented, followed by Venezuela and India. Compar-

ing the two crowdsourcing platforms, the users from Microworkers originate

mainly in Asia, whereas the workers from Figure Eight are more international.

Figure 2.4 presents the distribution of age-groups, as far as speci�ed by each

testtaker. Due to a larger number of participants from WiSoPanel who are older

than 50 years, these testtakers are grouped in distinct groups. While the par-

ticipants from the crowdsourcing platforms older than 50 years are grouped all

together. With regard to age in WiSoPanel, age varies more widely, and the me-

dian age-group, i.e., 41–50, is higher than in the two crowdsourcing platforms

(Microworkers: 20–30 and Figure Eight: 31–40). By using the Kruskal-Wallis test,

it is examined if the three samples originate from the same age distribution.

The test results show that the underlying distributions di�er (χ2(2) = 389.06,

p < 0.001).
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Figure 2.4: Age-group by platform.

With regard to gender, a slight majority of users recruited from WiSoPanel

are women (55 %). In contrast, most workers on the two crowdsourcing plat-

forms are men (Microworkers: 77 % and Figure Eight: 69 %). The inequality of

the gender distribution across the three platforms is signi�cant (χ2(2) = 91.35,

p < 0.001).

As it was known that most of the WiSoPanel users live in German-speaking

countries [73], the attention test was presented in German. Due to the interna-

tional audience, the working language of most crowdsourcing platforms is En-

glish. That is why in the two crowdsourcing platforms, the attention test was in

English. Given the reported countries of residence of the crowdsourcing work-

ers, this implies that the attention test was not in most workers’ mother tongue.

The language barrier may lead to misunderstandings, and hence, the results ob-

tained from the two crowdsourcing platforms may be a�ected by workers hav-

ing worked in a foreign language, cf. Section 2.1.1.

Table 2.2 shows the participants’ self-rated skills in the language of the test. As

expected, most of the WiSoPanel users are German native speakers; thus, they
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Table 2.2: Language skills by platform.
Language skills WiSoPanel Microworkers Figure Eight

Beginner 1 (<1 %) 42 (23 %) 36 (19 %)

Advanced 30 (3 %) 117 (64 %) 135 (71 %)

Native speaker 900 (96 %) 24 (13 %) 18 (10 %)

Not speci�ed 9 (<1 %) - 1 (<1 %)

took the test in their mother tongue. On the crowdsourcing platforms, around

one �fth of the workers self-identi�ed as having poor English skills, and about

two thirds reported having good English skills. By using Pearson’s chi-squared

test the distributions of the language from the two crowdsourcing platforms are

compared, resulting in no signi�cant di�erences (p = 0.285).

Evaluation of A�ention

The attentiveness of the testtakers of the platforms is analyzed and compared

by evaluating the achieved concentration performance CP and the error rate

E%. Figure 2.5 presents the attention values by platform including 95 % con-

�dence intervals. Figure 2.5a gives the mean CP. Users of the WiSoPanel ob-

tained a mean CP of 117.9, those from Figure Eight 114.3 and those from Mi-

croworkers 96.5. For further analyses of the means of CP, �rst the variance

is examined. By using Levene’s test, an inhomogeneity of the variance across

platforms is observed (Levene(2, 1 310) = 4.32, p < 0.05). The source of the

di�erence is between WiSoPanel and Microworkers (Levene(1, 1 121) = 7.41,

p < 0.01). Workers from WiSoPanel and Figure Eight perform more uniformly

with regard to CP. Di�erences concerning the mean CP are evaluated with

Welch’s ANOVA which does not assume equal variances. The test results in

signi�cant di�erences among the three platforms (Welch(2, 320.33) = 11.92,

p < 0.001). Tamhane’s post hoc test for data with unequal variance revealed

that Microworkers had a signi�cantly lower average CP than WiSoPanel users

(Tamhane = 21.42, p < 0.001) and Figure Eight workers (Tamhane = 17.88,

p < 0.01), while WiSoPanel and Figure Eight did not di�er (p = 0.80).

31



2 Improvement of Result Quality in Crowdsourced Tasks

●

●

●

90

100

110

120

WiSoPanel Microworkers Figure Eight

Platform

M
ea

n 
C

on
ce

nt
ra

tio
n

P
er

fo
rm

an
ce

 [C
P

]

(a) Mean CP by platform.

●

●

●

25

30

35

40

WiSoPanel Microworkers Figure Eight

Platform

M
ea

n 
E

rr
or

 P
er

ce
nt

ag
e 

[E
%

]

(b) Mean E% by platform.

Figure 2.5: Attention performance by platform with 95 % con�dence interval.

Figure 2.5b shows the mean E% broken down by platform. The users

of WiSoPanel worked most accurately with an average E% of 24.6 %. E%

with Microworkers is 39.4 % and with Figure Eight 33.9 %. Again by using

Welch’s ANOVA, the means of E% are compared. Among the three plat-

forms, E% di�ers signi�cantly (Welch(2, 311.88) = 24.93, p < 0.001). Post hoc

tests revealed that workers in WiSoPanel had a signi�cantly lower E% than

those in Microworkers (Tamhane = 14.79, p < 0.001) and in Figure Eight

(Tamhane = 9.83, p < 0.001), while the crowdsourcing platforms do not sig-

ni�cantly di�er (p = 0.21). On the one hand, there are di�erences in the demo-

graphics of the workers of the three platforms, while on the other hand, there

are di�erences in the attention test results among the platforms. To bring the

di�erences in the demographics and in the attention test results together, step-

wise regression analyses are conducted. In a �rst step, it is tested whether any

known di�erences among the workers of the three platforms are relevant to

their attention test performance using backward elimination of non-signi�cant

predictors. In a second step, it is examined whether accounting for attention-

relevant di�erences among the workers of the three platforms su�ciently ex-

plains their attention test results or whether despite taking those di�erences

into account there remain inherent platform-related di�erences with regard to

attention. In Step 1 of each of the two regression analyses, all known predic-
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tors were evaluated, namely, gender (women vs. men), age (up to 40 years vs.

over 40 years), country (Western European culture [including European coun-

tries and the United States] vs. non-Western-European culture [all others]), lan-

guage (native language vs. foreign language), current place (at home vs. else-

where), people around (alone vs. not alone), self-rated mental focus before at-

tention test (�ve levels), self-rated mental focus after attention test (�ve lev-

els), self-rated mouse skills (�ve levels), and test done before (no vs. yes). CP

was higher among younger testtakers, indicated by the standardized regression

coe�cient β = −0.24, among people who live in a Western European culture

(β = 0.26), among those who participated not from home (β = 0.06) and with

high self-rated mouse skills (β = 0.08). The �nding of cultural di�erences ties

in with Litman et. al [75] who observed that India-based workers submitted

data of a lesser quality than US workers. Leaving these four signi�cant predic-

tors in the model and testing whether dummy-coded platforms explain addi-

tional variance in attention reveals that Figure Eight achieves a higher CP than

the other two platforms together (β = 0.12), while WiSoPanel by tendency is

higher than the other two platforms together, although this tendency fails a con-

ventional level of signi�cance (β = 0.09). The �nal model, which includes the

four predictors from Step 1 and the dummy-coded platform variables, �ts well,

F (6, 1 287) = 20.49, p < 0.001, adjusted R2 = 0.083.

The error percentage E% was higher among older testtakers with a stan-

dardized regression coe�cient β = 0.15 and among those who live in a non-

Western-European culture (β = −0.29). Leaving these two signi�cant predic-

tors in the model and testing whether dummy-coded platforms explain addi-

tional variance reveals that WiSoPanel has a lower E% than the other two plat-

forms together (β = −0.14), while Figure Eight is not lower than the other

two platforms together (β = 0.06). The �nal model, which includes the two

predictors from Step 1 and the dummy-coded platform variables, �ts well,

F (4, 1 287) = 23.94, p < 0.001, adjusted R2 = 0.067.

Using either attentiveWeb metric shows that workers’ age impacted attention

test performance and that performance pro�ted from younger age. This likely
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re�ects the often made �nding that performance in timed tests lessens with age

because of declining perceptual motor skills [76, 77]. One can assume that CP

pro�ted somewhat more from younger age than the error percentage because

age shifts the speed-accuracy trade-o� toward accuracy [78]. Moreover, users

who participated from elsewhere but their home had a better performance be-

cause of self-selection pertaining to motivation: Those who decide to comply

with a work request despite having to deal with the discomfort of not being

at home have a stronger motivation to participate and consequently attain bet-

ter results. The better performance with higher self-evaluated mouse skills is

self-explanatory. There were no in�uences of gender on either of the two met-

rics; hence, the di�erent gender proportions across the three platforms had no

bearing on observed di�erences in attention. Moreover, the varying levels of

language skills had no e�ect on the attention test performance, since any possi-

ble in�uence of language skill likely had been absorbed by the variable coding

for culture. Finally, it did not matter if a worker had previously done such kind

of attention test.

To determine attentiveWeb’s reliability, �rst the internal consistency is ex-

amined with Cronbach’s α. Second, the split-half reliability is calculated to fur-

ther analyze the homogeneity of the test. For the calculation of Cronbach’s α

each test was split into four parts containing three rows. Each of the result-

ing quarter of attentiveWeb was treated as an item. In WiSoPanel (n = 940),

attentiveWeb’s internal consistency was 0.91 with CP and 0.87 with E%. In

Microworkers (n = 183), Cronbach’s α was 0.89 with CP and 0.85 with E%.

In Figure Eight (n = 190), Cronbach’s α was 0.90 with CP and 0.87 with E%.

The internal consistency with CP did not di�er among the three platforms,

χ2(2) = 1.75, p = 0.42, nor did the internal consistency di�er among the plat-

forms with E%, χ2(2) = 1.78, p = 0.41 [79]. Thus, across all platforms together

(N = 1313), Cronbach’s α was 0.91 with CP and 0.87 with E%.

Regarding split-half reliability, in WiSoPanel (n = 940), it was 0.90 with CP

and 0.85 with E%. In Microworkers (n = 183), split-half reliability was 0.85 with

CP and 0.85 with E%. In Figure Eight (n = 190), split-half reliability was 0.87

34



2.2 Using Attention Testing for Quality Assurance

with CP and 0.85 with E%. The split-half reliability with CP did not di�er among

the three platforms (χ2(2) = 2.68, p = 0.26), nor did the split-half reliability

di�er among the platforms with E% (χ2(2) = 0.01, p = 0.99). Thus, across all

platforms together (N = 1313), split-half reliability was 0.89 with CP and 0.86

with E%. Overall, the analysis establishes the internal consistency and split-half

reliability of attentiveWeb.

To sum up the comparison of the platforms, despite accounting for attention-

relevant di�erences among workers on the three platforms, there remained in-

herent di�erences across platforms with regard to attention. These are marked

demographic di�erences of workers in an online panel and crowdsourcing

workers, and marked di�erences in the quality of their work results, tie in with

Smith et al. [80] who compared workers in an online panel with MTurk. An ex-

planation for the observed work quality di�erences might be the types of tasks

that are typically o�ered on these platforms. Perhaps users of Figure Eight and

WiSoPanel are more used to tasks that resemble the attention test than are Mi-

croworkers. Furthermore, online panels and crowdsourcing platforms di�er in

characteristics that might be relevant for their users’ motivation or ability when

carrying out a task [81]. In online panels, people have expressed their interest

in participating in web-delivered research studies, whereas in crowdsourcing

platforms, people have expressed their interest in carrying out di�erent kinds

of web-delivered work more generally. The motivation to carry out special work

for which one has expressed interest is likely to be higher than the motivation

to carry out work that falls within a broad spectrum of work for which one has

signed up. Moreover, participating in research studies, unlike in various kinds

of web-delivered work, promises to ful�ll motives such as being entertained,

learning something about oneself, or contributing to discover scienti�c facts.

Seeking to have such motives ful�lled by one’s participation makes submitting

sloppy work or cheating quite pointless. By contrast, workers of a large crowd-

sourcing platform described the platform as a labor market [82], and Litman

and colleagues [75] showed that the motivation of crowdsourcing workers has

shifted from being primarily intrinsic to being mainly extrinsic. Furthermore,
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as most online panels are smaller than crowdsourcing platforms, they represent

close-knit networks, and their participants are likely to be treated more person-

ally. Thus, participants in online panels may have a stronger identi�cation with

and sense of membership in the platform than participants in crowdsourcing

platforms.

2.2.4 User Studies on Predictive Validity

To establish the predictive validity of attentiveWeb, follow-up studies were con-

ducted more than two years later with the same testtakers participating in the

�rst analysis of attentiveWeb, cf. Section 2.2.3.

Study Description

For the validation studies, Version 2 of attentiveWeb is used, wherein all d’s are

replaced by b’s and all p’s by q’s. Everything else was kept the same as in the

previous user studies except for removing a few items in the two surrounding

questionnaires whose answers were unlikely to have changed in the meantime

such as gender and age, cf. Appendix B.1. The validation studies were �elded

September 4-16, 2018. Participants were recruited by inviting those participants

on Microworkers and on WiSoPanel who had taken attentiveWeb (Version 1) as

part of the user studies more than two years earlier. It was impossible to reso-

licit the workers from Figure Eight, because the platform had changed its cost

scheme. Overall, 25 of the 183 eligible Microworkers submitted the �nal ques-

tionnaire. Of the 940 eligible people from WiSoPanel, 540 �nished the validation

study.

Evaluation of Predictive Validity

Applying the �ltering based on the concentration performance CP and error

rate E%, 21 (84.0 %) of the participants from Microworkers passed the check.

From WiSoPanel 453 (83.9 %) invited testtakers passed the attention �lter.
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Based on the results of these participants, in WiSoPanel, attentiveWeb’s pre-

dictive validity was r = 0.58 with regard to CP and r = 0.40 with regard to

E%. In Microworkers, the validity was r = 0.48 with CP and r = 0.38 with E%.

To analyze if the di�erence between the correlation coe�cients is signi�cant,

the values are transformed to their z-scores with Fisher’s r to z transformation.

The signi�cance is examined on a level of 0.05. The validity with CP did not sig-

ni�cantly di�er between the two platforms, z = 0.58, nor did the validity with

E%, z = 0.09. In the two platforms together, attentiveWeb (Version 1) predicted

crowdworkers’ performance more than two years later in attentiveWeb (Ver-

sion 2) at r = 0.57 with CP and at r = 0.40 with E%.

The attentiveWeb validity test at hand used a much longer retest interval

of more than two years, and the validity test at hand was not based on re-

administering the same task but on administering a similar attention task. Thus,

the validation studies tested for predictive validity rather than retest validity.

Predictive validity is lower than retest reliability because predictive validity

refers to a di�erent test taken at a later time and retest reliability refers to the

same test taken at a later time. Additionally, reliability tends to be higher the

shorter the retest interval, except for very short retest intervals where fatigue

may play a role. Hence, attentiveWeb’s predictive validity of 0.57 with CP is to be

considered very good and the 0.40 with E% outstanding. Applying attentiveWeb

on workers allows for predicting their attention more than two years later.

The fact that attentiveWeb’s internal consistency and split-half reliability

have been established on three platforms (WiSoPanel, Microworkers, and Figure

Eight) and its predictive validity on two platforms (WiSoPanel and Microwork-

ers) lends con�dence in its quality when used on other crowdsourcing platforms

as a personnel selection test for tasks that require sustained attention. Further-

more, attentiveWeb has proven its robustness: It showed similar test quality

when used on several platforms, wherein it was administered in di�erent lan-

guage versions, i.e., English and German, and to audiences that di�ered in de-

mographics and in other characteristics.
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2.2.5 User Study on Filter Validity

In the last step of the evaluation of the applicability of attentiveWeb for quality

control, the �lter validity is analyzed. To do so, it is evaluated by a pilot study

if workers passing the attentiveWeb test submit high quality results. The design

of the pilot study is described �rst, and then the results are presented.

Study Description

The validity of the �ltering is investigated for two types of tasks, combined in

one task. The �rst part of the task is a typical job on microtasking platforms – a

short transcription task, where the workers have to digitalize two short, hand-

written texts
1

. During the transcription music is playing in the background. The

playback is interrupted after a while. After �nishing the transcription, the work-

ers are asked if they noticed the interruptions, resulting in the second task type

– a subjective study. This type of task is selected, as crowdsourcing is often

used to recruit participants for Quality of Experience (QoE) studies, for exam-

ple, to evaluate the quality of video streams [60]. Combining the transcription

task and the subjective study allows to compare the e�ect of the �ltering for

di�erent kind of tasks for the same test group.

The pilot study was �elded on Microworkers in July and August 2019. Partic-

ipants were rewarded with US$0.30 and the expected length of the task was less

than 7 min. Those who submitted at least one out of the two texts were invited

to the attentiveWeb test with a time shift of a few hours. This shift has no impact

on the results of attentiveWeb, due to its established predictive validity.

Overall, 185 workers submitted at least one digitalized text. Of those 144 com-

pleted the attentiveWeb test. The participants are mainly male (72.9 %) in the age

between 20 and 30 years (50.4 %). They are from all over the world (43 countries)

with India 27.1 % as the most occurring country of residence.

1

The texts were taken from IAM Handwriting Database http://www.fki.inf.unibe.ch/databases/

iam-handwriting-database; Accessed: August 1st

, 2020
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2.2 Using Attention Testing for Quality Assurance

Table 2.3: Correlation coe�cients for the quality of work results, i.e., transcription
quality and recognition of music stops, and the results of attentiveWeb.

Task CP E%

Transcription text 1 0.283*** −0.251**

Transcription text 2 0.259** −0.238**

Recognition of music stops 0.211* −0.264**

* p < 0.05, ** p < 0.01, *** p < 0.001

Evaluation of Filter Validity

For the evaluation of the �lter validity, the correlation between the results of

each task type and the measured attentiveness of the participants is analyzed.

To quantify the quality of the transcriptions from the �rst part of the task, Lev-

enshtein’s editing distance with normalization is used. Levenshtein’s distance

describes the number of insert, delete and transform operations needed to con-

vert one string into another. The distance is normalized by dividing the distance

by the length of the longer string. For the analysis of the study on recognizing

interruptions in audio streams and the attentiveness the point-biserial correla-

tion is computed. In the evaluation, the results of 34 participants, who reported

that they did not listen to the music, were excluded. The remaining workers are

grouped based on their answer about the recognition of the interruptions of the

music.

For both tasks the quality of work results (quality of work results) and the

attentiveness of the workers are correlated. The correlation coe�cients with

level of signi�cance for both attention metrics – CP and E% – are presented

in Table 2.3. The magnitude of Pearson’s correlation is low to mid for Leven-

shtein’s distance of the transcribed texts and the concentration performance

as well as the error rate. This means, workers submitting results with higher

quality achieve a higher performance in concentration. Further, they make less

mistakes while processing the test attentiveWeb. Even if CP and E% are highly

negative correlated (Pearson: −0.928), the concentration performance and the

transcription quality are slightly stronger correlated than the error rates and
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2 Improvement of Result Quality in Crowdsourced Tasks

the quality. Furthermore, the correlations related to the �rst text are slightly

stronger than the ones from the second text.

The correlation between the awareness of the music stops and the values rep-

resenting the workers’ attention is also signi�cant. Thus, study participants who

noticed the music interruptions have a higher concentration performance and

made less mistakes than workers who did answer that the music did not stop.

Other than by the transcription task, the quality and E% are stronger correlated

than the quality and CP. Reason for this observation may be that workers who

work more carefully on tasks leading to less mistakes – a lower error rate – are

more aware of short-lived events than workers who are focused on the working

speed.

Thus, the �lter validity of attentiveWeb is established. Filtering workers based

on their attentiveness lead to task results with higher quality than using no

control mechanism. One can make another observation, the �lter also excludes

workers who provide results of good quality but do not achieve a high concen-

tration performance in the attention test. This e�ect may be caused by the in-

dependence from task characteristics and the work subject. However, the share

of excluded workers, and thus, the strictness of the control mechanism, can be

managed by the required �lter criteria, i.e., the accepted concentration perfor-

mance and error rate.

2.3 Task Selection - The Workers’ Perspective

Designing tasks while considering the worker’s perspective is by far more com-

plex than from the employer’s point of view. Here, not only the extrinsic mo-

tivation plays a signi�cant role, also the intrinsic motivation in�uences espe-

cially the task selection of the workers. The task selection in turn in�uences

the overall completion time of tasks as well as the quality of the work result.

Schulze et al. [24] investigated relevant task properties for task selection from

the perspective of users from MTurk in 2011. Besides appropriate payment and

allocated time, clear instructions are the most important task characteristics for
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2.3 Task Selection - The Workers’ Perspective

the workers. The ranking of these properties depends on demographics of the

workers. Yet, it is still unclear if their preferences are robust over time. Fluctua-

tions of active members of microtasking platforms and resulting changes in user

characteristics, demographics and behavior, may also cause changes concerning

task preferences. Further, previous studies have only focused on users from one

platform. The perceptions and preferences may di�er between platforms.

This section sheds light on the preferences of the workers concerning various

task properties from two large platforms – MTurk and Microworkers. The data

is collected by an empirical study which is partly based on the study of Schulze et

al. [24]. Besides the analysis of the users’ preferences, the �ndings are evaluated

concerning similarities and di�erences between the two platforms.

2.3.1 Survey Description

The goal of the survey is to analyze the relevance of di�erent task character-

istics, e.g., instructional aspects, and to identify relevant design aspects with

respect to their impact on workers while selecting and working on tasks. Fur-

ther, design preferences of the users of both platforms MTurk and Microworkers

are analyzed and compared. The survey consists of three major parts, which are

described in detail in the following. First, the workers are requested to provide

some demographic data, e.g., basic aspects like gender, age, and level of educa-

tion. Apart from this, they are asked for quali�cation-related information, i.e.,

their approval rate, as well as for more general matters, e.g., how long they have

already been working on the platform and which kind of tasks they are most in-

terested in.

The second part of the survey concerns general aspects of task design. This

part of the study is based on the empirical study by Schulze et al. [24] about rele-

vant task characteristics. In addition to the nine properties identi�ed by Schulze

et al., e.g., appropriate size of salary, clear instructions, high reputation of re-

quester, and the time allocation, two further task characteristics are incorpo-

rated into the survey: the graphical design of the task and the ease of use of
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2 Improvement of Result Quality in Crowdsourced Tasks

the page design, see Appendix B.2. The latter corresponds to the usability of

the task but is circumscribed in order to avoid confronting the workers with

any technical terms they may not understand. The resulting task properties are

then transformed into contrasting aspects by formulating each one in a positive

way in the one case, and in a negative way in the other case. For the positive

formulations, the workers are asked to rate the extent to which they consider

the given aspects to be important or unimportant for task selection on a 5-point

Likert scale. Respectively, they are requested to rate the extent to which they

regard the negative formulated properties as frustrating (or not) on a 5-point

Likert scale.

The third section focuses on a set of quite speci�c aspects of task design that

can mostly be reduced to concrete design decisions. For this purpose, the work-

ers are presented 14 di�erent starts of records like “I usually prefer. . . ”, each of

which is followed by two alternate endings of the sentence. For each pair of al-

ternatives, they are instructed to choose the one that intuitively best �ts their

preferences. Some of the aspects taken up at this point touch �ndings of previ-

ous, crowdsourcing-related literature. One, for example, addresses the question

whether embedded Q&A would be a helpful feature from the workers’ perspec-

tive. It is inspired by the work of Brewer et al. [83] who proposed that embed-

ding Q&A could provide real-time feedback. The main objective of this section

is to gain a general overview of the workers’ preferences with respect to se-

lected, high-level design decisions as well as to gather some further information

regarding their task selection habits.

2.3.2 Survey Conduction

The survey was conducted on two large, international platforms MTurk in

April 2018 and Microworkers in May 2019. It was embedded into both platforms

using their internal template functionality. As some of the quali�cation-related

questions are platform-speci�c, the survey conducted on MTurk contains more

questions and was designed to be completed within 20 min. Thus, for their par-
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2.3 Task Selection - The Workers’ Perspective

Table 2.4: Overview of the workers’ demographics.
Category Value # Workers MTurk # Workers Microworkers

Gender

Female 33 (35 %) 18 (39 %)

Male 61 (65 %) 28 (61 %)

Age

< 21 - 2 (4 %)

21–30 40 (43 %) 15 (33 %)

31–40 36 (38 %) 14 (30 %)

41–50 5 (5 %) 9 (20 %)

51–60 10 (11 %) 6 (13 %)

61–70 3 (3 %) -

ticipation the workers on MTurk were paid US$3.50, and on Microworkers the

reward was US$3.00 due to the slightly shorter questionnaire. To reduce the risk

of misunderstandings due to language barriers, the task access was restricted to

US only. In total, 105 workers from MTurk and 53 users from Microworkers

participated in the survey.

To ensure the quality and validity of the subjective responses, two measures

were taken. First, all workers who missed to �ll in two or more of the obliga-

tory elements, were excluded. While it may happen that one overlooks a form

element by mistake, two or more absent answers may be an indicator of inat-

tention. Overall, ten workers from MTurk were a�ected by this measure.

Second, the answers given to the questions about the number of completed

tasks and income were evaluated. While the provided information of the work-

ers from Microworkers were validated by comparing the values to the working

statistics displayed on their public worker pro�les, the average reward per task

of participants from MTurk had to be reviewed manually. Due to mismatch-

ing values seven participants from Microworkers were excluded. Only for one

worker from MTurk the average reward was beyond any conceivable size. Fur-

ther, this participant provided solely nonsensical answers to the free-text ques-

tions. Ultimately, 94 workers from MTurk and 46 participants from Microwork-

ers remained for the evaluation.

Table 2.4 shows an overview of the distribution of the workers’ demograph-

ics which is mostly in line with the distributions shown by Martin et al. [71].
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Figure 2.6: Information about working statistics and preferences provided by the
participants.

Regarding the workers’ level of experience with the platforms, 76 % of the par-

ticipants from MTurk have already been working for one year or longer while

only 46 % of the workers from Microworkers answered to be that long active.

While only 3 % of the workers from MTurk reported to use the system for less

than a month, 25 % of the users from Microworkers just started working on the

platform. Overall, this indicates that the participants from MTurk are a bit more

familiar with the platform.

This �nding is also supported by the average number of tasks that the work-

ers completed per week when considering the last month, which is depicted in

Figure 2.6a. The �gure shows the average number of weekly completed tasks

against the share of workers. The answers of the two platforms are presented

in di�erent colors. While the shapes of the distributions are similar, there is a

shift towards a higher number of completed tasks for workers from MTurk. This

is also indicated by the di�erences in the second quantile. The median number

of tasks reported by the workers is higher for participants from MTurk (101–

200 tasks) than for workers from Microworkers (21–50 tasks). Finally, the work-

ers were asked to select all jobs they usually work on out of a list of task cate-
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2.3 Task Selection - The Workers’ Perspective

gories. The results are illustrated in Figure 2.6b. As one might expect, surveys

are the most selected ones on both platforms. The categories chosen second,

third, and fourth most frequently from MTurk users lie close together and com-

prise website feedback (51), object classi�cation (48), data entry (46), and content

collection (43). Workers from Microworkers selected the categories content col-

lection (37) and website feedback (24) second and third most frequently. Apart

from the categories listed above, all others were only selected by about a third or

less of the participants from Microworkers and a quarter or less of the workers

from MTurk.

2.3.3 Evaluation of Survey Results

In this section the importance of di�erent task properties based on the answers

given to the surveys is evaluated and discussed.

Relevance of Task Properties

The goal of this section is to gain insight into the relation between the impor-

tance of certain task properties for task selection and the extent to which a poor

implementation or missing realization of those characteristics is deemed frus-

trating by workers. For this, the average rating scores were calculated based on

the workers’ assessments on the 5-point Likert scales. Figure 2.7 shows the cor-

responding means of both facets plotted against each other for both platforms.

While the importance of the di�erent categories regarding the workers’ choice

of tasks is displayed on each x-axis, the degree of frustration (on the y-axes)

increases with the dissatisfaction over certain features, or even their absence.

Hence, each task property results in one data point within the �gures. A point

on the line indicates that the extent to which the corresponding aspect is impor-

tant for task selection is the same as the extent to which it is deemed frustrating

when being present in a negative form.

First, a closer look is taken at the aspects workers from Microworkers con-

sider to be important for the task selection, shown in Figure 2.7a. The most
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(b) Ratings from users from MTurk.

Figure 2.7: Comparison of important and frustrating aspects for selecting tasks.
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important characteristics are clear instructions, the reward, and the estimated

time to complete the task followed by the simplicity and the usability of the in-

terface. An appealing graphical design is rated worst. Friedman’s test shows that

there are signi�cant di�erences in the ratings of the importance of the aspects

(χ2(11) = 131.34, p < 0.001). The ratings are further analyzed with the pair-

wise comparison using Nemenyi’s multiple comparison test. The signi�cance of

the di�erences is shown in Figure 2.8a. As indicated by Figure 2.7a the top three

important aspects are signi�cantly more important than the four properties that

are rated as least important. However, there is no signi�cant di�erence between

ratings of clear instructions, appropriate payment, the required completion time,

the usability of the task interface, and the simplicity of tasks.

Next, aspects which are considered as important during the task selection on

MTurk are analyzed (cf. Figure 2.7b). The three most important task proper-

ties on MTurk are identical to the ones on Microworkers, but with a di�erent

ordering. Again, a user interface with an appealing graphical design is least im-

portant for workers from MTurk. Friedman’s test results again in signi�cant

di�erences in the ratings of the properties (χ2(11) = 354.05, p < 0.001). The

results of Nemenyi’s pairwise comparison is presented in Figure 2.8b. While the

di�erences between the four most important aspects are not signi�cant, they are

signi�cantly more considered during the task selection than most of the other

aspects.

The �ndings concerning the aspects within the upper three positions are only

partially in line with the results from Schulze et al. [24]. While the reward and

the task description were also among the top three aspects identi�ed as im-

portant by the scientists, tasks that sound interesting or enjoyable were rated to

the �rst rank in the context of their survey. Further, the �nding indicates that an

easy-to-use page design (usability) plays a major role during task selection and

that workers place more value in it than in having fun performing the task or in

the ability to work on multiple tasks of this kind. However, comparing the re-

sults of users from Microworkers with users of MTurk, the results di�er slightly

concerning the signi�cance and the order of the results. While certain properties
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(a) Signi�cance of importance ratings on Microworkers.
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(b) Signi�cance of importance ratings on MTurk.

Figure 2.8: Signi�cance of rating di�erences of the importance of task properties on
both platforms.
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can be clearly identi�ed as most important on MTurk, there are only tendencies

which are the most signi�cant factors while selecting tasks on Microworkers.

The workers were furthermore shown the negative formulations of task prop-

erties and had to rate the extent to which they deem them frustrating, shown

on the y-axes of Figure 2.7. At �rst glance, there are quite a few similarities be-

tween the results of frustrating and important features, including the fact that

the aspects related to the payment, the estimated completion time, and the in-

structions were rated highest again. The usability is in the forth place on Mi-

croworkers and in the �fth place on MTurk. While on the importance scale an

appealing interface was rated lowest, the least frustrating aspect is a lack of

challenge while working on tasks.

By using Friedman’s test the signi�cance of these ratings is analyzed once

more. It shows for ratings on Microworkers (χ2(11) = 160.42, p < 0.001) as

well as for answers given by users from MTurk (χ2(11) = 467.75, p < 0.001)

that the ratings di�er signi�cantly. An overview about the signi�cance resulting

from a pairwise comparison of the task properties is given in Figure 2.9. On Mi-

croworkers, there are again no signi�cant di�erences between the four aspects

rated as most frustrating. However, ambiguous instructions are perceived as sig-

ni�cantly more frustrating than the remaining aspects. Further, a bad usability is

rated as more frustrating than boring tasks, no bonuses, the availability of only

a few tasks of the same task type, and a missing challenge while working on

tasks. The analysis of the ratings from MTurk shows signi�cant di�erences be-

tween ambiguous instructions and all other aspects, except the other top three

rated properties and the missing possibility to contact the requester. Further,

an inadequate payment and miscalculated time needed to complete the task are

signi�cantly more frustrating than a user interface with bad usability.

Overall, the following observations can be made. First, the results show once

more the importance of the payment-related factors, including the reward and

the allocated completion time, and the importance of good task instructions

across both platforms. Besides this �nding, there are di�erences between the

opinion of the workers from di�erent platforms concerning the importance of

49



2 Improvement of Result Quality in Crowdsourced Tasks

Instructions
Payment

Time Allocation
Usability

Simplicity
Requester Reputation

Fun Factor
Bonus

Number of Tasks
Requester Contact

GUI

Pay
m

en
t

Tim
e 

Allo
ca

tio
n

Usa
bil

ity

Sim
pli

cit
y

Req
ue

ste
r R

ep
ut

at
ion

Fun
 F

ac
to

r

Bon
us

Num
be

r o
f T

as
ks

Req
ue

ste
r C

on
ta

ct
GUI

Cha
lle

ng
e

Task Property

Ta
sk

 P
ro

pe
rt

y

p−value
< 0.001 < 0.01

< 0.05 >= 0.05 

(a) Signi�cance of frustration ratings on Microworkers.
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(b) Signi�cance of frustration ratings on MTurk.

Figure 2.9: Signi�cance of rating di�erences on the frustration about the absence of
task properties on both platforms.
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other task properties. While the perception of users from MTurk is more con-

sistent, resulting in ratings with signi�cant di�erences, ratings of workers from

Microworkers are more often inconsistent. Second, the results are only partly in

line with �ndings of previous studies, e.g., by Schulze and colleagues [24]. Third,

the usability, which was not considered in previous studies, obtained an average

rating score almost identical to the one of the reverse formulation on MTurk and

only a slightly lower one on Microworkers. This suggests that a good usability

is not only deemed important for task selection but that it is also perceived as

frustrating if the ease of use of a page is low. For the remaining categories ex-

cept the one regarding the possibility to contact the requester on MTurk, the

corresponding data points are below the line. This can be seen as an indicator

that workers consider them as more or less important for the task selection, but

do not perceive it as frustrating to the same extent if the respective property

is missing or poorly implemented. This is especially true for the challenge of

the task, the bonus for a good performance, the reputation of the requester on

MTurk, and the fun factor on Microworkers.

Design Preferences

Apart from examining the importance of a good usability and the user interface

design from the workers’ perspective, the study also aimed to gather their opin-

ion on certain design aspects and analyze some speci�c task selection habits.

The results of the corresponding questions are shown in Figure 2.10. The y-axis

displays the di�erent aspects of investigation, the x-axis shows how often which

of the two prede�ned, mostly contrary options, was selected.

Overall, the results indicate that there is a consensus on some of the aspects

between the workers within the platforms, e.g., on the usefulness of illustrations

and highlighting. Consensus means that at least 75 % of the participants within

a platform selected the same option. The number of aspects with consensus

is higher between the workers from Microworkers (seven properties) than on

MTurk (four aspects).
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Figure 2.10: Design preferences.

Nevertheless, the opinion of the workers also often varies concerning the de-

sign preferences, e.g., including examples in the instructions or highlighting im-

portant parts of the instructions on Microworkers, and the usefulness of back-

ground information about the task on MTurk. A varying opinion means that

only 40 % to 60 % of the participants have chosen the same answer. Especially,

the participants are divided concerning the motivation of a pleasant user inter-

face, with 53.2 % on MTurk and 56.5 % on Microworkers stating that it increases

their motivation to work on the given task and hence has a positive in�uence

on the performance. Finally, it should also be recognized that when the workers

had the option to choose between an appealing user interface and an intuitive

instruction language, 79 % on MTurk and 65 % on Microworkers would prefer
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an comprehensible language over a pleasant GUI. This result is in line with the

rating of the importance of clear instructions and an appealing user interface

from the �rst part of the survey.

Comparing the results between the platforms by using Pearson’s chi-squared

test with Yates’ continuity correction for each design aspect, signi�cant dif-

ferences between the opinions of the workers from both platforms concern-

ing the task location (χ2(1) = 14.87, p < 0.001), the structure (χ2(1) = 6.58,

p < 0.05), the task length (χ2(1) = 5.33, p < 0.05), and the input format

(χ2(1) = 14.87, p < 0.001) were found. This indicates that workers from dif-

ferent platforms have di�erent opinions concerning their preferred task design.

While workers from Microworkers favor short tasks presented on a single page

embedded into the platform, the users of MTurk have no clear accordance con-

cerning the location, the number of pages, and the task length. But they are

in accordance about preferring prede�ned options as input format. The di�er-

ences across the platforms may be caused by platform-speci�c characteristics,

e.g., the creation process of tasks and prede�ned task templates and designs.

The varying preferences within the platforms may be caused by worker char-

acteristics, e.g., preferred kind of tasks. To further analyze this aspect, a cluster

analysis of design preferences is performed to cluster the workers based on the

self-reported demographic information and working behavior on the platforms.

For the clustering a hierarchical approach and the partitioning around medoids

(PAM) algorithm based on Gower dissimilarities for categorical data is used.

However, no clear subgroups could be identi�ed with consistent preferences.

In conclusion, the overall result encourages to pay further attention to the dif-

ferences between crowdsourcing platforms and to the interface design of crowd-

sourcing tasks. There is clear indication that the usability – which is substan-

tially in�uenced by the interface design – does not only in�uence the task com-

plexity and hence the workers’ performance as outlined in Section 2.1.1, but is

also important from the workers’ point of view concerning the task selection.
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2 Improvement of Result Quality in Crowdsourced Tasks

2.4 Impact of Task Decomposition

As the complexity of crowdsourcing tasks is important for the task selection

by the workers, see Section 2.3, reducing the complexity may positively in-

�uence the completion time of tasks and the quality of work results. A com-

mon used approach for simplifying complex tasks is their decomposition to

sub-tasks [56, 57]. Even if studies indicate that there might be a relation between

the quality of work results and the degree of decomposition [39, 40], there is still

no quantitative study focusing on the impact of task decomposition on the qual-

ity of work results.

This section aims to �ll this gap by analyzing the impact of decomposing tasks

on the quality of work results with a user study. Furthermore, the study also

considers side e�ects caused by the workers’ familiarity with the task content.

Being familiar with the content may result in higher quality as it makes it easier

to deal with complex not decomposed tasks.

2.4.1 Study Design and Conduction

The impact of the decomposition is analyzed for a typical task on microtask-

ing platforms in the area of data engineering – the extraction and completion

of data. The participants of the study have to extract information of scienti�c

references formated with BibTeX
2

. Each presented reference has the same struc-

ture:

Authors: Title. Conference Information. Address, Year.

The job of the workers is �rst to extract the authors and the title of the publi-

cation as well as the information about the conference, i.e., name, address and

date (year), second they have to search the Web and complete the full names of

the authors. For all publications, only the initials of the �rst names are given.

2

http://www.bibtex.org/de/; Accessed: August 1st

, 2020
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Figure 2.11: Task content with and without decomposition.

This kind of task o�ers the opportunity to decompose it into sub-tasks of dif-

ferent complexity and content, i.e., simple information extraction vs. searching

the Web for information. Further, the results are easy to verify.

To evaluate the impact of the decomposition, the task is split into four sub-

tasks, schematically depicted in Figure 2.11. While Task 1 contains both, the

data extraction and completion, in Sub-task 2a-d these steps are decomposed.

The extraction of information is still done in one step (Sub-task 2a). Next, the

authors are separated (Sub-task 2b) as well as the �rst and last name of each

author (Sub-task 2c). In the last step, the workers only have to complete the �rst

names (Sub-task 2d).

These (sub-)tasks are structured as follows. First, the instruction is shown

including an example. Then the participant has to complete a training task for

which the input is veri�ed automatically. If the worker has made mistakes, these
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2 Improvement of Result Quality in Crowdsourced Tasks

Table 2.5: Overview about study setup.

Task References Length [min] Reward [$] Participants

Task 1 5 15-20 0.40 96

Sub-task 2a 10 8-10 0.10 36

Sub-task 2b 10 3-5 0.10 49

Sub-task 2c 10 3-5 0.10 48

Sub-task 2d 10 8-12 0.15 37

are marked and the correct solution is presented. After completing the main

(sub-)tasks (screenshots of the user interfaces are in Appendix B.3), a �nal ques-

tionnaire is shown. Here, demographic information as well as information about

the familiarity of the worker with the BibTeX format of references are collected.

The study was �elded on Microworkers from February to March, 2016. The

tasks were available to all workers from Microworkers. Table 2.5 gives an

overview about the study setup. Each task without decomposition (Task 1) con-

tains �ve references which the workers have to process. These references are

randomly selected out of 100 scienti�c publications. The publications were man-

ually reviewed and the missing information were completed by using the ACM

Digital Library
3

and Google Search
4

. As the sub-tasks are less complex, more

publications need to be processed, i.e., ten references. Furthermore, the esti-

mated completion time varies as well as the reward payed for successfully sub-

mitted results based on the task length and complexity.

Overall, 266 workers passed the consistency checks based on the self-reported

information and information provided by their public pro�le on Microworkers.

The study participants processed up to 2 370 references. The analysis of the self-

reported demographic information of the workers shows that more than half of

the participants are from Bangladesh, followed by Serbia and India. Two of these

has been top-countries of residency of users from Microworkers in 2016 [74].

3

https://dl.acm.org/; Accessed: August 1st

, 2020

4

https://www.google.com/; Accessed: August 1st

, 2020
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Table 2.6: Demographics of the participants.

Category Value Task 1 Sub-task 2a-d

Gender

Female 16 (16.7 %) 20 (11.8 %)

Male 78 (81.2 %) 149 (87.6 %)

Not speci�ed 2 (2.1 %) 1 (0.6 %)

Age

< 18 3 (3.1 %) 3 (1.8 %)

18–30 81 (84.5 %) 133 (78.2 %)

31–50 11 (11.4 %) 33 (19.4 %)

> 50 1 (1.0 %) 1 (0.6 %)

Familiar with BibTeX
Yes 28 (29.2 %) 52 (30.6 %)

No 67 (69.8 %) 118 (69.4 %)

Not speci�ed 1 (1.0 %) -

Table 2.6 gives an overview about the demographics of the workers for Task 1

and Sub-task 2a-d. Most of the workers are male and in the age between 18 and

30 years. About 69 % of the participants of each task type answered that they

are not familiar with BibTeX. Using Pearson’s chi-squared test, it is analyzed

if the samples of each demographic category originate from the same distribu-

tion. All tests are not signi�cant, thus, the null-hypotheses can not be rejected

(age: p = 0.347, gender: p = 0.273, familiar with BibTeX: p = 0.404). This in-

dicates, that there are no di�erences in the distributions of the workers’ charac-

teristics for both task types.

2.4.2 Impact on Work Performance

To evaluate the impact of the task decomposition, the quality of the submit-

ted results is analyzed. The quality is de�ned by the normalized Levenshtein’s

editing distance. To recap, Levenshtein’s distance describes the number of in-

sert, delete and transform operations needed to convert one string into another.

The distance is normalized by dividing the distance by the length of the longer

string. Thus, the quality value is in a range between 0 and 1. The smaller the
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Figure 2.12: Cumulative distribution function of the average normalized Leven-
shtein distance of expected and submitted results of the references for
each task type.

value, the less operations are necessary to convert the submitted strings to the

correct solutions, meaning less mistakes have been made.

First, the result per reference is analyzed to compare the overall performance

of the work�ow with and without decomposition. Figure 2.12 shows the cu-

mulative distribution function of the average quality the references for both

work�ows. The more the curve is to the left, the higher the quality of the re-

sults. Comparing the results of Task 1 and Sub-tasks 2a-d, the quality of the

combined results of all sub-tasks is higher than for Task 1. As the samples are

neither normal distributed nor the variances are homogeneous, the origination

of the samples from the same population is examined with Pearson’s chi-squared

test. The decomposition has a signi�cant e�ect on the quality (χ2(13) = 49.41,

p < 0.001) with an average normalized Levenshtein distance of 0.194 for Task 1

and 0.144 for Sub-tasks 2a-d. For quantifying the size of the e�ect, Cramer’s V

is used which is a normalized value between 0 and 1 based on the χ2
-value.

Cramer’s V shows a positive e�ect of 0.499. Reasons for the higher quality may

be the prede�ned strategy to solve the task. Hence, the overall task is more
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2.4 Impact of Task Decomposition

structured and more clear. Further, poor results of sub-tasks only partly a�ect

the overall working quality of the references.

By analyzing the results per sub-task, i.e., for the extraction of the title, con-

ference, place, and year as well as the authors’ last names, and the completion

of the �rst names, the impact on the di�erent working steps is evaluated. Fig-

ure 2.13 shows the cumulative distribution function of the average, normalized

Levenshtein distance for the workers for each sub-task and the associated work-

ing step of the task without decomposition. The results for title, conference,

place, and year are presented in Figure 2.13a. Even if slightly more workers

achieve results of higher quality when working on Sub-task 2a, the decompo-

sition has no signi�cant impact on the quality (χ2(11) = 15.038, p = 0.187)

with a median normalized distance of 0.021 for Task 1 and 0.013 for Sub-task 2a.

The seen e�ect is of medium size with Cramer’s V = 0.337. As the extraction

of the information is obviously the �rst step to solve the task and it is explicitly

described in both instructions, the result is as expected. However, the decompo-

sition has a signi�cant e�ect on the extraction and completion of the authors’

full names. The quality of last names is positively a�ected, cf. Figure 2.13b, in-

dicated by Pearson’s chi-squared test (χ2(13) = 22.768, p < 0.05). The e�ect

is medium sized with Cramer’s V = 0.398. Reason for the positive e�ect may

be the simplicity of the working step requested in Sub-task 2c, resulting in out-

comes without mistakes. The median distance for Sub-task 2c is 0.00 whereas

the median in Task 1 is slightly larger with 0.02. Workers processing Sub-task 2c

only have to identify the last names in given full names. The full names were

already extracted and separated for each author in the previous sub-tasks. Fi-

nally, the e�ect is reversed for the completion of the �rst names, shown in Fig-

ure 2.13c. The median distance is larger for the decomposed Sub-task 2d with

0.693 than for Task 1 with 0.229. The negative impact of the decomposition is

signi�cant (χ2(13) = 26.423, p < 0.05), with a medium to large sized e�ect in-

dicated by Cramer’s V = 0.446. Thus, a negative e�ect is seen when separating

the two task types, i.e., data extraction and completion, which may lead to loose

the context of this sub-task. Further, the completion of the �rst names is more
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Figure 2.13: Cumulative distribution function of the Levenshtein distance of the re-
sults per sub-task, i.e., BibTeX �elds.
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Figure 2.14: Cumulative distribution function of normalized Levenshtein distance
of the submitted results for workers who are familiar and not familiar
with the BibTeX format.

complex than the extraction of information. While the extraction process is de-

composed in Sub-task 2a-c, the completion step is not further split up to reduce

its complexity.

By comparing the results of the workers who are familiar with the BibTeX

format and of those who are unexperienced, the impact of previous knowledge

about the content of the task on the quality of the submitted results is analyzed.

The cumulative distribution function of the average normalized editing dis-

tance for experienced and unexperienced workers with BibTeX is shown in Fig-

ure 2.14. Other than expected, the comparison of the distributions for both task

types indicates a trend towards results with lower quality for workers who are

familiar with BibTeX. The di�erence is not signi�cant within the group of work-

ers processing Task 1, established by Pearson’s chi-squared test (χ2(9) = 5.092,

p = 0.826) with a small sized e�ect (Cramer’s V = 0.139). Within the work-

ers of Sub-tasks 2a-d the e�ect is signi�cant (χ2(13) = 27.281, p < 0.05) and

medium to large (Cramer’s V = 0.321). A similar, not signi�cant e�ect is seen
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2 Improvement of Result Quality in Crowdsourced Tasks

for experienced and unexperienced workers across the tasks (χ2(13) = 14.699,

p = 0.326). This e�ect is small to medium (Cramer’s V = 0.235). The unex-

pected trend to results of higher quality from workers who are unfamiliar with

the task subject may be caused by side e�ects which the study does not mea-

sure. Another reason may be that the familiarity is self-reported and thus may

be error prone. Experienced workers may state that they are unfamiliar expect-

ing that mistakes are rated more tolerant by the employer. Conversely, workers

may report to be an expert even if they are unfamiliar to be invited to an expert

group for such kind of tasks in the future. Overall, the results are in line with the

�ndings of Winther et al. [84] that gives evidence that unexperienced workers

achieve comparable results to experienced workers when providing them clear

instructions including examples and training tasks.

To sum up, this study gives evidence that the decomposition of tasks may

improve the overall task quality. The detailed analysis of the results of the de-

composed sub-tasks shows that this improvement is not true for all kind of sub-

tasks. Splitting up the task into working steps of di�erent task types, i.e., data

extraction and completion, only increased the quality of the extraction step. This

may be caused by the fact that the data extraction step is again decomposed to

sub-tasks while the data completion sub-task is only separated from the infor-

mation extraction process, but is not split up further. Even if the study is limited

to two kind of tasks, the results indicate that it is not always the best approach

to decompose a task to its maximum due to the risk of loosing the context of

the single steps. Instead, providing good instructions including examples and

training phases may be the more promising and e�cient approach.

2.5 Impact of Working and Instruction Language

As the clarity of task instructions is an essential factor for the task selection and

performance of the workers, employers should especially put attention on the

instruction while creating tasks. Besides the instruction’s structure and presen-

tation, the used language itself plays an important role to ease the understand-
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ing of the workers and to prevent misunderstandings. Providing the instructions

in native language to the workers may reduce language barriers, improve the

quality of work results, and reduce the time needed to complete tasks. Further-

more, working in native language, e.g., in tasks like writing articles, comments,

or simple tagging images, may also improve the outcome due to a better feel-

ing for the language. O�ering this opportunity to the workers would require

the translation of the instructions to the native language of the workers and the

translation of the submitted task results to English or another target language.

The translation could be done via crowdsourcing or to reduce the costs by using

translation tools which can be used for free.

In this section the in�uence of the instruction and working language is in-

vestigated. For the in�uence of the language of instructions, the quality of work

results of tasks providing instructions in mother tongue and in English, which

is the common language on microtasking platforms, is analyzed. The evaluation

of the impact of the working language is based on the quality of work results

produced in mother tongue and submissions in English.

2.5.1 Methodology

The impact of the language on the quality of task results is evaluated by conduct-

ing two separated user studies on the crowdsourcing platform Microworkers. In

the �rst study, the impact of the language of instruction is investigated by using

the attentiveWeb test, as this task is not self explanatory. Second, the impact of

the working language is analyzed based on the results of a typical crowdsourc-

ing task – image tagging.

Study Design - Language of Instructions

For the evaluation of the impact of the language of instruction on outcome’s

quality the attentiveWeb application is used. The attentiveWeb test is an online

tool for measuring the concentration, described in detail in Section 2.2.2. This

task is chosen as it is simple, but not self explanatory at all. In addition, by using
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standardized metrics it is easy to identify workers who do not work seriously.

An indicator for misunderstanding the task is the ratio of workers who have a

minimum concentration performance less or equal to zero in combination with

an error rate of more than 100 %. Another indicator for misunderstanding the in-

structions is the drop out rate, meaning the ratio of workers who leave the task

after reading the instructions. Besides e�ects on the understanding, the atten-

tion of the workers may be also in�uenced when working in a foreign language.

A decreased attention may negatively in�uence the quality of work results, as

shown in Section 2.2.3.

The task description, including the welcome message, a short description of

the task context, and the test instruction is shown either in English or in mother

tongue. The language is set randomly for each worker entering the landing page

of the study. After reading the test instructions, the processing of the test is

language independent.

Study Design - Working Language

A simple image tagging task is used to evaluate not only the impact of the lan-

guage of instructions but also investigate the quality of the results when work-

ing in native language. Such an approach can be realized by translating the task

results submitted by the workers into the desired target language with transla-

tion tools such as Google Translate
5

or Bing Microsoft Translator
6

. These tools

are free to use and they often provide APIs. Hence, this approach can be auto-

mated with no additional costs.

The task is designed as follows. First, the instructions are shown to the study

participants. The instructions are presented in English or in the worker’s na-

tive language. To prevent misunderstandings due to mistranslation, the English

version of the instructions is additionally shown to the instructions in mother

tongue. Depending on the language of instructions the workers are explicitly

asked to work in English or in their native language. Again, the language is

5

https://translate.google.com; Accessed: August 1st

, 2020

6

https://www.bing.com/translator; Accessed: August 1st

, 2020
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randomly chosen for each worker when accessing the study. After reading the

instructions, the workers have to tag �ve images taken from pixabay
7

. Each im-

age requires three tags which should describe its content or context.

Conduction of Studies

The studies were conducted with users from Bangladesh, as it was one of the

top countries of Microworkers in 2018 [74]. In Bangladesh Bengali is the local

language spoken from up to 98 % of the population
8

. The estimated completion

time is 10 min with a compensation of US$0.10 for the image tagging task and

20 min with a payment of US$0.20 for the attention test.

Before conducting the studies, the instructions are translated to Bengali in a

separate task on Microworkers using the work�ow shown in Figure 2.15. After

Translate
each piece
by 3 workers

Split
instruction into
small pieces

1 2 Rework
results by
workers

3 Recombine
pieces to
instruction

4

Figure 2.15: Schematic process of translating instructions into native language.

breaking down the instructions into smaller parts and sentences (Step 1), these

are each translated by three workers (Step 2). If the translations are identically,

it is assumed that this part of the instruction is translated correctly. Otherwise,

the three versions are revised by other workers who are asked to select and

7

https://pixabay.com; Accessed: August 1st

, 2020

8

https://worldpopulationreview.com/languages/bangladesh; Accessed: August 1st

, 2020
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improve the most suited version (Step 3). Finally, the versions are recombined

to one document (Step 4).

In total, 90 workers �nished the image tagging task in April 2018, 45 workers

working in English and 45 participants working in their native language, re-

spectively. They submitted in total 1 365 tags, 690 in English and 675 in Bengali.

The attention test was conducted from August to September 2018. Overall,

320 workers (140 with the instructions in English) started the attention test. Of

those, 193 participants (89 with instructions in English) completed the study.

2.5.2 Evaluation

In this section, �rst, the impact of the language of instructions on the quality of

work results is evaluated. Second, the results of the study about the impact of

the working language are presented.

Impact of Language of Instructions

The analysis of the impact of the language of instructions on the quality of work

results, is done in two steps. First, the share of workers passing several �lter

criteria, i.e., reading the brief introduction to the study, continuing the test after

reading the instructions, processing each test page, achieving a concentration

performance larger than zero in combination with an error rate below 100 %, for

both test groups is evaluated. Second, the attentiveness of workers passing the

minimum �lter criterion for the attention test attentiveWeb is analyzed as the

attention of the workers may be a�ected by the language of instructions. An

decrease of attention may lead to lower results as the attention and the working

performance are correlated, as discussed in Section 2.2.3.

The considered �lters are presented in Figure 2.16. The �lters are applied to all

unique participants who visited the study, regardless of whether they completed

or aborted the task. F1: Test started leaves participants who visit at least the �rst

test page. Leaving the task after reading the instructions may be an indicator

that the worker did not understand the required work. F2: Test completed leaves
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Figure 2.16: Percentage of participants for both languages of instructions passing
the �lters F1: starting the attention test after reading the instructions,
F2: completing the test, F3: process all test pages, F4: having a concen-
tration performance larger than zero and an error rate below 100 %, F5:
the combination of F3 and F4.

participants who submitted the �nal questionnaire. The �lter F3: No pagemissing
leaves workers who clicked at least one button per test page. F4: CP > 0 and
E% < 100 leaves participants who clicked more target items than non-target items

in the attention test. Conversely, clicking more non-target items would indicate

that the participant misunderstand or boycott the test. F5: F3 and F4 combines

the two former described �lters.

The evaluation of �ltering results shows that the share of workers passing the

�lters F1, F2, and F3 is slightly lower for the instructions in native language (Ben-

gali). Pearson’s chi-squared tests with Yates’ continuity correction result in no

signi�cant di�erences in the sample distributions (F1: p = 0.121, F2: p = 0.349,

F3: p = 0.174). At a �rst glace, providing the instructions in the workers’ native

language has neither a positive nor a negative e�ect on the understanding of the
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workers. This observation is strengthened by the results of �lter F3 which ana-

lyzes the behavior during the test. A di�erent result is seen for F4 leaving partici-

pants based on their test performance. The homogeneity test establishes that the

samples do not originate from the same population (χ2(1) = 9.697, p < 0.01).

Less workers passing the performance based �lter when reading the instruc-

tion in their native language. This is an indicator, that these workers did not

understand or boycott the test. The e�ect is of small size (Cramer’s V= 0.174).

A similar result is seen for the evaluation of �lter F5 (χ2(1) = 9.601, p < 0.01,

Cramer’s V= 0.173). This observation should be used only as an indicator that

there is a relationship between the language of instructions and the test per-

formance, as it is unclear if the workers did not understand or boycott the test.

Additionally, the results may be also caused by ambiguities in the instructions

resulting from the translation.

As the language of instructions may in�uence the worker’s concentration

performance and �nally the quality of working results, this relation is evalu-

ated next. On average, participants who get the instructions in foreign language

achieve a higher CP (mean = 95.78, SE = 6.08), than workers reading the

instructions in mother tongue (mean = 76.92, SE = 10.20). Welch’s t-test re-

sults in no signi�cant di�erence (t(42.57) = 1.59, p > 0.05), with a small e�ect

size of r = 0.24.

Regarding the processing accuracy of the test, average E% is lower for par-

ticipants with the English instructions (mean = 33.85, SE = 3.84), than for

workers with instructions in native language (mean = 45.86, SE = 6.32).

This di�erence is also not signi�cant, shown by the results of Welch’s t-test

(t(43.19) = −1.62, p > 0.05). The e�ect size again is small with r = 0.24.

The results show, other than expected, that the language of instruction has

neither a positive nor a negative e�ect on the workers before starting the task.

Nevertheless, there is an indicator for a negative e�ect while processing the

test. Instructions in native language lead to more workers who clicked more

non-target items than target items. Reasons for this may be mistakes or mis-

leading parts in the instructions originated from the translation process or due
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to di�erences in the meaning of words for di�erent dialects in Bangladesh. On

the other side, the provided English description of the test is very simple. Thus,

it is easy to understand, especially for workers who are used to work in English.

However, providing the task description in native language has no e�ect on the

attention of the workers.

Impact of Working Language

For analyzing the impact of the working language, the results of the image tag-

ging task are evaluated. To do so, the submitted tags in Bengali are translated

automatically to English using the translation tool Google Translate. The qual-

ity of the translated tags and the tags submitted directly in English are classi�ed

manually by an expert. The expert distinguishes between tags describing the

content or context of the image, classi�ed as usable, and tags which are o� topic

and therefore non-usable. Furthermore, assessments of the image or whole sen-

tences describing the image are classi�ed also as non-usable. As it is unclear,

if not translatable tags are non-usable due to a missing translation or due to

misspelling, they are marked as non-translatable, in addition. Tags with English

as working language are also marked as non-translatable if they are no correct

English words.

Overall, only 2.1 % of the Bengali tags are non-translatable, while 14.3 % of

the English tags are not correct, e.g., due to misspelling. This di�erence is sig-

ni�cant with χ2(1) = 67.695, p < 0.001. Further, working in native language

has a positive e�ect on the share of usable tags (Bengali: 78.4 %, English: 64.5 %)

which is signi�cant (χ2(1) = 32.150, p < 0.001).

This positive e�ect is also seen for each image. Table 2.7 shows that for each

image the share of usable tags is signi�cant higher while working in native lan-

guage than working in English. Other factors which may have positive e�ects

on the working performance may be the amount of time workers already spent

on the platform indicated by the overall time they are registered on the platform

and the total amount of tasks done. One can assume that after completing a cer-
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Table 2.7: Share of usable tags per image per working language.

Language Mean SE CI

English 0.643 0.025 ±0.052

Bengali 0.777 0.027 ±0.055

tain amount of tasks, e.g., 100 tasks, the workers get used to work in English.

An ANOVA test did not establish this hypothesis (p > 0.05).

Next, the diversity of the created tags is evaluated. One would expect that

working in native language leads to a more diverse set of tags. To evaluate this

hypothesis, the term frequency (tf) adjusted for document length is calculated,

inspired by the work of Jiang et al. [66]. The set of tags for each working lan-

guage de�nes a corpus, while the tags per image represent the documents. The

tags submitted in Bengali are analyzed without translation, to avoid biases. Fur-

thermore, non-usable and non-translatable tags are omitted, resulting in 364

tags in native language and 446 tags in English. Of those 42.6 % are unique in

mother tongue and 34.7 % are submitted only once in foreign language.

Figure 2.17 shows the cumulative distribution function of tf for the distinct

tags. A small value of tf means that a tag is submitted rarely for the related

image. Thus, a curve in the upper left represents a corpus with a large amount

of tags submitted only once per image, indicating a diverse set of tags. Even

if the two sample Kolmogorov-Smirnov test results in a rejection of the null-

hypothesis that both samples originate from the same distribution (D = 0.227,

p < 0.001), there are only some minor di�erences between tfs for foreign and

native language. On the one hand, more tags in native language are submitted

less frequent than in English. On the other hand, parts of the tags are submitted

more frequent than tags produced in English. Overall, the analysis shows that

the language has no large e�ect on the diversity.
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Figure 2.17: Cumulative distribution function of term frequencies tf of tags created
in foreign and native language.

2.6 Lessons Learned

This chapter discussed the necessity of ensuring quality in the context of crowd-

sourced tasks considering both the employers’ and workers’ point of view. Fur-

thermore, it investigated an attention-based approach for quality control as well

as approaches for reducing the complexity of tasks. These optimization ap-

proaches consider workers’ preferences and important factors while selecting

tasks. Hence, the gap in literature as outlined in Section 2.1 is closed.

Section 2.2 introduced the attention test attentiveWeb and investigated the

applicability of the test on crowdsourcing platforms by comparing the atten-

tiveness of crowd workers and users from an online panel used for psycholog-

ical studies. Even if there are di�erences in the attention of the users from the

panel and the workers from two crowdsourcing platforms, the test is applicable

and usable for identifying attentive workers providing high-quality results. The

predictive and �lter validity is evaluated through additional user studies. The

results showed that the quality of work results and the workers’ attention were

correlated. Nevertheless, �ltering workers based on their attention also leads to
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an exclusion of reliable workers. This e�ect may occur due to the mechanism’s

independence from the task content.

As quality control mechanisms often only consider the employers’ point of

view, in Section 2.3, important factors and design preferences of the workers

while selecting and performing tasks were investigated. The results are partly

in line with previous studies on important task properties, con�rming the im-

portance of extrinsic motivational factors, i.e., appropriate payment and allo-

cated time for completing tasks, and clear task instructions. However, providing

a user interface with good usability is almost as important as the fun factor of

tasks which are new �ndings. While workers from di�erent platforms perceived

similar task properties as important during the task selection, their preferences

concerning the task design di�ered. Even if there is consensus with respect to

some of the design properties, the workers disagreed in multiple aspects. Thus,

it is nearly impossible to design a task that meets all preferences of all workers.

Considering workers’ perspective based on the results of the study, Section 2.4

and Section 2.5 presented two approaches to reduce the complexity of tasks,

and thus, improve the results’ quality. The decomposition of tasks including

di�erent kind of sub-tasks increased the quality of the results only to a certain

extent. While sub-tasks which requested the extraction of information bene�ted

from the decomposition, more sophisticated sub-tasks, e.g., completion of data

by searching the Web, su�ered. Thus, decomposing a task to its maximum does

not necessarily increase the outcomes’ quality as it may result in loosing the

context of sub-tasks.

A more promising approach for improving the task quality is providing task

instructions in the workers’ native language. Even if the user study, presented in

Section 2.5 did not give evidence on a positive e�ect, enhancing the approach by

allowing the crowd to work in their mother tongue while producing text, e.g.,

tagging images, improves the results. Besides this positive e�ect, the studies

also showed that good instructions reduce side e�ects, which would a�ect the

workers’ performance negatively. Conversely, bad instructions dominate other

negative factors.
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Applications

Due to globalization and digitization of processes in a wide range of businesses,

business software, systems, and services found their way into the day-to-day

work of the employees. In most companies, enterprise applications, such as of-

�ce products or databases, are heavily used during work hours. Outages or slow

response times of the systems not only slow down business processes, but might

also increase the frustration of the workforce. This becomes even more impor-

tant as an increasing number of business applications are served remotely from

a server, e.g., in a data center or a cloud. This introduces additional network

delays depending on the amount of transferred data, the physical location of

the server, and the network capacity and load. Thus, the employees’ satisfaction

with the system performance has to be considered as a major business driver,

as it directly in�uences the motivation and productivity of the employees [85].

Assessing the performance of applications and systems based on Quality of

Service (QoS) parameters, e.g., network delays or packet loss, is no longer suf-

�cient as it does not include the user’s perception. In this context, the concept

of Quality of Experience (QoE) arose, which describes the degree of delight or

annoyance of the user with the quality of an application or service [18]. Here,

the individual perception may be in�uenced by multiple factors and di�ers de-

pending on the application’s characteristics as well as on the context of usage.

While QoE and its in�uence factors have been widely studied for personal

multimedia applications, such as video streaming or VoIP telephony, the ap-

plication of the concept to the business usage domain is still in its infancy.
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Common approaches to investigate in�uence factors, i.e., classical lab or crowd-

sourced QoE studies, can hardly be transferred to the business domain as such

studies would in�uence the daily business of the company and new challenges

arise. First, the IT infrastructure may be highly complex, which makes it hard

to identify the most important technical parameters of the business application.

Second, the company might be reluctant to monitor or in�uence a production

system. Third, as the QoE of enterprise applications can only be meaningfully

assessed in the work context, the employees would need to participate in stud-

ies during working, which would be time consuming and potentially distracting,

both negatively a�ecting the performance of the workforce.

Adapting existing methodologies and standards for QoE tests to the domain of

business applications is accompanied by several research questions. In the �rst

place, the question is how to monitor QoE in enterprise environments consider-

ing enterprise speci�c requirements and follow standards for QoE monitoring?

Related to the evaluation of in�uence factors, questions, such as how to collect

quality assessments of business applications in a valid and representative way,

are relevant.

Figure 3.1 gives a brief overview about the research questions addressed in

this chapter and the methodology used to answer them. Besides proposing a

concept for monitoring QoE in enterprise environments, the chapter focuses on

QoE studies for business applications, meaning the collection of performance

ratings from employees. Here, relevant dimensions of the study design are dis-

cussed and it is investigated how the dimension of system arti�ciality and the

domain knowledge of study participants in�uence the validity and represen-

tativeness of the monitored QoE. Finally, a tool for conducting QoE studies in

enterprise environments which considers enterprise speci�c requirements is in-

troduced. The applicability of this tool and its acceptance by the employees are

analyzed and discussed based on studies conducted in a large, cooperating com-

pany.

The remainder of this chapter is structured as follows. A brief introduction

into the concept of QoE is given in Section 3.1. Afterwards, approaches for mon-
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Section Research question Methodology/Contribution

3.2 How to monitor QoE in 
enterprise environments?

Presentation of a concept based on 
literature search and interviews with 
experts from a cooperating company

3.3.1 What are the relevant 
dimensions of QoE studies? 

Presentation and discussion of six 
dimensions transferred from other 
QoE domains

3.3.2
Is the validity and 
representativeness of study 
results affected by these 
dimensions?

Evaluation of quality ratings collected 
via user studies and varying design 
dimensions, i.e., interface design and 
domain knowledge

3.4
Is it applicable to integrate 
QoE studies into regular 
working processes?

Analysis of usage behavior and 
feedback of employees on a newly 
developed survey tool

Figure 3.1: Overview about addressed research questions and used methodology.

itoring QoE of business applications are discussed, especially with respect to

their applicability in enterprises. Section 3.2 proposes the concept for monitor-

ing QoE in enterprise environments. Section 3.3 focuses on the most important

part of the concept – the evaluation of in�uence factors. In this context, relevant

dimensions of the design of QoE studies for evaluating business applications are

presented. The in�uence of two selected dimensions – the arti�ciality of the test

system and the domain knowledge of study participants – on the QoE is demon-

strated with two studies, mainly based on [4, 5]. Section 3.4 presents a survey

tool which considers various requirements for conducting QoE studies with em-

ployees in enterprises, and its applicability. The section is based on [6, 7]. Fi-

nally, Section 3.5 concludes the chapter.

3.1 Background and Related Work

This section gives a brief introduction to the concept of QoE. Further, related

works in the context of monitoring QoE of business applications is presented.
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Focusing on the process of collecting quality assessments from the users, which

is the most relevant part of the monitoring process, the importance of carefully

designing subjective studies is highlighted and the in�uence of the design on

study results is discussed.

3.1.1 Introduction to �ality of Experience

Today, application and service providers focus more and more on the needs and

satisfaction of their users. This leads to an increasing importance of measur-

ing and monitoring the performance of the services. However, as the concept

of QoS does not consider the user’s perception, meaning that a good QoS does

not necessarily result in a good perceived quality on the user’s side, the concept

of QoE has been proposed by the network research community. QoE is de�ned

as “[...] the degree of delight or annoyance of a person whose experiencing in-

volves an application, service, or system. It results from the person’s evaluation

of the ful�llment of his or her expectations and needs with respect to the utility

and/or enjoyment in the light of the person’s context, personality and current

state” [86].

Hence, the QoE describes the perceived quality of an application, service, or

system by a user considering multiple factors in dependence on the system, the

human nature, and the context of the usage. Transferred to the domain of busi-

ness applications, when assessing the quality of the service in terms of QoE, the

human factors such as the emotional state and expectations, technical aspects

as well as the situation, e.g., using the software while communicating with cus-

tomers, should be considered.

Due to the interrelation of such in�uence factors, classifying them in the three

mentioned categories – human, system, and context – is not trivial [87]. The

categories are multi-layered leading to a complex interplay of various facets

in�uencing the user’s QoE. Nevertheless, in the following, the most important

layers of each category are introduced based on the categorization presented

in [87].
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Human in�uence factors comprise aspects such as age, gender as well as the

physical, emotional, and mental constitution of a person. Further, personal fac-

tors including mood, personal values, attention, and motivation while using an

application are part of this category. Besides these aspects, the QoE may be also

a�ected by skills, expectations, and the user’s background knowledge. For ex-

ample, people who are experts rate the quality of a system more critical than

people who are unfamiliar with a system [88].

The system in�uence factors describe technical parameters of an application,

service, or system. These are related to all technical components such as the

used devices on the client and server side, the network, but also content-related

aspects. In this context, relevant network characteristics are, for example, band-

width limitations, delay, and packet loss. Such network degradation may lead to

waiting times for the users [89] and thus, a�ect their perceived quality of the ap-

plication or service. An example for content-related aspects and con�gurations

are the encoding and frame rate in the case of video conferencing applications

which might result in di�erences in the quality perception.

The third category – the context-related category – includes physical- and

activity-related circumstances. Physical factors are location-related and include,

for example, place (inside/outside), temperature and light conditions, while

activity-related aspects are focused on the activity of the consuming person, e.g.,

sitting or moving. Besides these factors, the social and economic background of

the user is also relevant. In the context of QoE of business applications consid-

ering temporal- and task-related factors are indispensable. Temporal factors do

not only include the daytime of usage, but also the frequency and the season.

Seasonal e�ects may appear in business �elds, e.g., in the health care sector,

where quarterly reports are usual leading to a higher workload and more stress.

This may alter the perception of the application performance.

One of the main disciplines of QoE monitoring is the evaluation of such in-

�uence factors to understand the relationship between the perceived quality on

the user side and the measured technical performance of applications, services,

and systems. This understanding is used to build models or de�ne algorithms
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to estimate the user’s QoE based on technical parameters. Deploying the mod-

els in the application or network management, includes the user’s perspective

in these processes. This allows the allocation of resources in an e�cient and

accurate manner accompanied with satis�ed users due to a good QoE.

3.1.2 �ality Assessment of Business Applications

For investigating the relation between perceived and measured performance of

an application, the application’s quality from the user’s point of view needs to

be assessed. This assessment can be done by using two commonly used meth-

ods, i.e., perception-based and instrumental approaches [86]. Perception-based

methods describe the conduction of user studies where humans judge the quality

of a single or multiple test conditions. To do so, a test environment is set up in-

cluding speci�ed test conditions. After introducing and training the participants,

they run through the test and rate the quality under the certain condition. For

the rating, often a �ve-point absolute category rating (ACR) scale is used [90].

By statistically analyzing the given ratings, an overall quality score for each

condition is computed, e.g., the Mean Opinion Score (MOS) which describes the

average score of the test participants [91]. In contrast, the instrumental meth-

ods compute the QoE, e.g., the MOS score, based on models or algorithms solely

using input achieved from technical systems [86].

This chapter focuses on perception-based methods. Previous research mainly

conducted such subjective tests in dedicated labs or online by using crowdsourc-

ing. For the test design and conduction various recommendations published by

the ITU Telecommunication Standarization Sector (ITU-T)
1

are available. The

standards comprise recommendations for, e.g., quality of speech [92], multime-

dia applications [93], and web browsing [94]. As business applications and web

browsing have many characteristics in common, e.g., sequences of interactions

within sessions [89], the ITU-T P.1501 standard for web browsing notes that it

might be also applicable for online business applications. However, applying the

1

https://www.itu.int/en/ITU-T/; Accessed: August 1st

, 2020
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standard to user studies conducted within the enterprise is not possible with-

out adaptations. Several challenges and requirements arise due to the enterprise

context which are not considered in the recommendation, e.g., security and pri-

vacy considerations. These challenges are discussed in detail in Section 3.4.1.

In the context of business applications, �rst impressions of perceived quality

has been derived from existing resources in enterprises without �elding dedi-

cated user studies. As the IT sector in enterprises often provides support chan-

nels for their users, the perceived system quality was assessed based on the

feedback and information given by employees via, e.g., ticketing systems [95]

or system reports and requests for assistance [96]. However, these methods only

provide very coarse-grained data and the evaluation is often di�cult due to the

unstructured information in the support requests. Approaches resulting in �ner

grained data usually involve active user feedback during or immediately after

the use of the service or application. Examples for studies using this approach

are Schlosser et al. [97] and Casas et al. [98]. Both works aim at a better un-

derstanding of the in�uence of varying technical parameters on the QoE of en-

terprise and related tasks like typing on a thin client. However, the tests were

conducted in dedicated labs with students and not in a working environment

with employees. Studies involving employees would overcome this limitation.

Drawbacks of such an approach are, for example, additional costs on the enter-

prise’s side and additional workload for the participating employees. A less cost

intense approach, neglecting contextual factors, is collecting assessments from

employees in online studies with a �ctive business application [99] or in an en-

terprise lab [100]. In contrast, Smith et al. [101] introduced a method to collect

feedback directly from employees in a real business environment. The feedback

about the performance of the meeting software Microsoft Lync is collected at

the end of each session via a survey realized as a game. While this approach

is feasible for a software that is only used from time to time, it cannot be ap-

plied for applications that are used throughout the whole workday, like SAP
2

systems, as it would be too time and cost intensive to ask the users to rate the

2

https://www.sap.com/products.html; Accessed: August 1st

, 2020
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performance after each interaction. Reducing costs by collecting ratings only

once a day, e.g., after the last system interaction of a working day, would be also

not feasible since the last interaction is not known in advance.

To overcome these drawbacks, this work introduces not only a concept for

monitoring QoE in enterprise environments, it also proposes a survey tool to

collect context sensitive quality assessments from employees while considering

the trade-o� between enterprise speci�c requirements and the granularity of

the quality assessments.

3.1.3 Influence of Study Design on QoE

While designing subjective tests various aspects need to be considered as

they may in�uence the reliability, validity, and representativeness of study re-

sults [102]. Therefore, one should be aware that not only test conditions play a

relevant role when conducting experiments, also the test environment includ-

ing technical and contextual factors, and the representative characteristics of

the participants have an impact on the test results.

Regards the test environment, labs provide controlled but less realistic en-

vironments, whereas running tests online, e.g., with crowdsourcing, allows to

realize contextualized subjective experiments. In this context, not only social

and emotional aspects have a substantial in�uence on the QoE evaluation [103],

it has been also shown that the results obtained using standardized experi-

ments signi�cantly di�er from real-life QoE assessment in the case of video

streaming [104, 105]. In contrast, QoE ratings for web browsing in real-world

and employed laboratory tests are not a�ected by contextual factors or distrac-

tions [106].

Many crowdsourcing and laboratory studies focus on speci�c stimuli and

try to keep the number of potential in�uence factors as low as possible. Con-

sequently, the user’s experience is often decoupled from real services, which

means the test subject is not embedded into a realistic service environment, e.g.,

like YouTube or Net�ix in case of video streaming. Thus, the question arises if
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and to which extent the study design, and the interface design in particular,

in�uences the QoE. Regarding web applications, studies revealed that the us-

ability of web pages has a positive e�ect on the quality assessments [107, 108].

However, it is unclear to which extent the interactivity of the test interface in-

�uence participants’ perception. Therefore, this work investigates this e�ect for

a streaming service. It is evaluated if a realistic environment distracts the par-

ticipants’ attention such that the testtakers overlook service impairments and

thus, if such an interactive interface changes the user’s streaming experience.

Another essential aspect is the representativeness of test groups. Involving

user groups with di�erent background and characteristics, may a�ect the study

outcome [109]. One reason for such an e�ect may be deviations in the users’

expectations concerning the test subject. Previous research showed that, for ex-

ample, the perception of experts deviate from those of non-experts. The direc-

tion of deviation depends on the investigated use case and its characteristics.

Higher degradation results in more strict ratings from the experts in the con-

text of video quality [88, 110]. This may be caused by di�erent views on the test

subject due to their domain knowledge in addition to higher expectations. In

contrast, more complex test cases lead to the inverse e�ect due to the unfamil-

iarity of participants [111].

So far, studies only focus on di�erences between the perception of experts and

non-experts, neglecting various nuances in between. For example, transferred to

quality assessments of business applications, the perception and expectations of

employees may di�er from, e.g., people with crowdsourcing background as well

as IT experts. Often, employees have been already working for years with the

application and compare the test behavior to the known application behavior

and situations during their work. Therefore, this work gives �rst insights into

the perception of people with di�erent domain knowledge and background by

running a user study with experts, a�ected people and non-experts with and

without microtasking background.
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3.2 Concept for Monitoring and Modeling QoE in
Enterprise Environments

Monitoring QoE of business applications raises new challenges on the technical

side but also from the employees’ point of view. From the technical perspective,

the IT infrastructure is often highly complex dealing with multiple applications

and system components which are administrated by di�erent branches and per-

sons. This makes it hard to identify a�ected applications as well as the most

important technical parameters [112]. Further, companies might be reluctant to

integrate monitoring solutions or in�uence a production system to solve these

challenges. From the users’ perspective, assessing the QoE of business applica-

tions and systems might only be meaningful in the work context, thus, involving

employees in studies during working might be necessary. This is time consum-

ing and potentially distracting, both negatively a�ecting the performance of the

workforce.

Hence, a monitoring concept which considers these challenges is introduced

in this section. The complexity of the monitoring process is reduced by an ab-

straction into three layers. These comprise the identi�cation of performance

issues in the enterprise application landscape, the identi�cation of performance

relevant parameters of the a�ected systems as well as of factors in�uencing the

perception, and the estimation of the employees’ satisfaction with the a�ected

applications by building QoE models. Figure 3.2 shows a schematic overview of

the proposed concept.

3.2.1 Identification of Performance Issues

The �rst step when monitoring QoE in enterprises is to identify applications and

system components which are mostly a�ected by performance issues from the

employees’ point of view. This is not trivial, as employees have to work with a

diverse set of applications and systems every day. Due to the often decentralized

infrastructures, e.g., thin-client architectures, monitoring solutions have only a
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Identification of Performance Issues1

Feedback from Internal 
Communication Channels
• Ticketing System
• Forum

Feedback via Interviews
• User (Employee)
• Support Team

Evaluation of Influence Factors2

Quality Assessments
• Independent User 

Studies
• Integrated Surveys

Monitoring Applications
• Active Measurements
• Passive 

Measurements

Modeling of QoE3

Analysis and Modeling of Relationship
• Correlation of Technical Data and Quality Assessments
• Prediction Model for QoE of Affected Applications

Performance 
Indicators

Application 
Characteristics

Affected Applications 
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Collected Quality 
Assessments

Technical 
Performance Data

Figure 3.2: Concept for monitoring QoE in enterprise environments.

limited, not centralized view on the performance [112]. Regardless of this fact,

some a�ected applications might dominate the perception of the users, making it

indispensable to involve their perception and opinion. Besides the identi�cation

of a�ected components, performance indicators related to the perceived quality

need to be extracted. Such indicators are, for example, loading delays or low

speech quality of the telephone system. Knowing these metrics is essential to

later on identify the related technical performance parameters for the further

analysis of the relationship between QoS and QoE.

The identi�cation of performance issues and related technical parameters can

be done via direct or indirect feedback provided by the employees. By inter-
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viewing the employees, direct feedback about the system performance can be

collected. This leads to a trade-o� between the precision of the feedback and

cost factors. Conducting interviews results in a huge additional workload for

the employees and the interviewers. A less cost intensive approach is deriving

feedback from existing sources in the enterprise, e.g., forums, support chan-

nels, and ticketing systems. By �ltering these sources for relevant information,

performance-related content can be extracted and a�ected applications within

the application landscape can be identi�ed. The applicability of such a method

was demonstrated by Zinner et al. [95]. Support tickets were classi�ed with

common text mining techniques. From these results most frequently a�ected

applications as well as their quality indicators, e.g., loading delays on the client

side, were derived.

3.2.2 Evaluation of Influence Factors

Gaining knowledge about the interplay between technical parameters and the

perceived quality is import to understand the application’s QoE. The acquisi-

tion of the knowledge is based on two parts, namely the identi�cation of tech-

nical performance parameters related to the quality indicators and the evalua-

tion of factors in�uencing the perception of the users. Analyzing the application

behavior and evaluating in�uence factors are iterative steps. The detection of

undiscovered in�uence factors require the identi�cation of related performance

parameters. Further, e�ects of changes in the system behavior on the user’s per-

ception need to be evaluated in user studies.

Before going into detail about the evaluation of in�uence factors, approaches

for analyzing the applications behavior and identifying relevant parameters are

brie�y described. Based on measurement data, ideally containing performance

data of the application and all used technical components, e�ects on the re-

lated performance indicators can be evaluated. Approaches for collecting perfor-

mance data are active or passive measurements. Active measurements describe

actively initialized measurements to analyze the system behavior under certain
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(controlled) conditions. In contrast, passive measurements monitor the appli-

cation behavior during the regular usage by the users. Thus, data from passive

measurements, e.g., provided by existing monitoring solutions in the enterprise,

gives insights into realistic system behavior [102]. A bene�t from the passive

approach is the possibility to derive meaningful ranges for relevant parameters,

e.g., network delay or packet loss, later on used in the evaluation of the perceived

quality on the user’s side.

The evaluation of in�uence factors requires the assessment of the perfor-

mance quality from the employees. The collection of such quality assessments

requires the conduction of subjective experiments. These user studies can be

realized independently or integrated into regular working processes. Regarding

an independent approach, by building mock-ups from the business software in-

terfaces for the a�ected processes or using sandbox systems, tests are decoupled

from the employee’s day-to-day work as well as from the production system. In

this context, a mock-up describes a kind of fake software. The provided user

interfaces look, feel, and behave like the original software without the software

functionality in the background. For the test setup, conditions and a meaning-

ful parameter space are derived from the previous analysis of the application

behavior. Running user studies independently from working processes has sev-

eral advantages. To name a few, there is no e�ect on business processes and the

production system and the test conditions are controlled. Further, a conduction

outside of the enterprise is conceivable. However, it has to kept in mind that

external participants often have no domain knowledge. A major drawback of

the independence of this study approach is the missing context of usage.

The second, integrated study approach overcomes this disadvantage. Such an

integration could be realized by conducting surveys while the employees inter-

act with the a�ected applications during their day-to-day work. However, this

approach su�ers from uncontrolled conditions which may lead to unwanted

side e�ects, e.g., ratings may be a�ected by the bad performance of other sys-

tem components. Furthermore, assessing the performance quality imposes dis-

traction on the employees side as the employees need to focus on their reg-
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ular work, especially when using the traditional pull approach for the collec-

tion of the ratings. The pull approach describes the method, where the test soft-

ware polls ratings from the study participants. To reduce the distraction, a self-

motivated approach is conceivable. Comparable to a complaint system, such an

approach allows the employees to rate the performance at any time initialized by

them selves. Besides uncontrolled conditions and the aspect of distraction, the

integrated study solution raises additional challenges and leads to enterprise-

speci�c requirements – these are discussed in Section 3.4.1 in detail.

3.2.3 Modeling of QoE of A�ected Applications

The aim of monitoring QoE for business applications is not only to character-

ize in�uence factors, but also to estimate the QoE based on objective data. This

requires an underlying QoE model. With such a model the QoE or the satis-

faction of employees with the system performance can be predicted by using

solely technical data, especially QoS data. The complexity of estimation models

varies depending on the considered in�uence factors. Building generic mod-

els for all employees using a�ected applications might be inaccurate, as used

processes and used functionality often di�er due to a rich spectrum of tasks

within a company. Hence, models speci�ed on certain �elds of tasks as well as

personal models might be even more promising [8].

Nevertheless, while analyzing the relationship between subjective ratings and

technical parameters the validity and the representativeness of the data should

be taken into account. Regarding the validity, data collected without related-

ness to the work context may not re�ect the perception of the employees. On

the contrary, context-related monitoring in the wild may su�er from uncon-

trolled conditions. In combination with data aggregation, commonly done in

monitoring systems due to the huge amount of daily measured data, it may lead

to noisy data sets. Furthermore, noise in subjective ratings due to side e�ects

may also a�ect the validity of the results of the analysis. For example, such

e�ects may be caused by seasonal events or temporal changes in the system,
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e.g., software updates resulting in changes of the application behavior or af-

fecting the user behavior due to changes in business processes. After changing

processes or interfaces, users have to get familiar with them, especially in the

context of business software [113]. Regarding the representativeness, subjective

ratings and measured performance data need to be assessed with respect to their

representative character. Due to voluntary participation the test groups may not

represent the population, especially as the motivation to participate may change

over time [114].

Modeling of QoE of business applications as well as the analysis of validity

and representativeness of subjective and technical data is part of Chapter 4.

3.3 Dimensions of Monitoring QoE of Business
Applications

While designing user studies for collecting quality assessments of business ap-

plications one needs to consider various dimensions a�ecting the validity and

representativeness of the study results, outlined in Section 3.1.3. To get a better

understanding of such e�ects, this section discusses dimensions related to the

study environment and setup as well as related to the participants’ characteris-

tics. The in�uence on the validity and representativeness of the monitored QoE

is demonstrated for both – setup-related and participant-related – categories of

design dimensions.

3.3.1 Description of Dimensions

Designing subjective experiments for the evaluation of business applications

comprises multiple dimensions. These dimensions are related to various facets

of the study, e.g., the used methodology and tested conditions. The following

discussion focuses on dimensions which might a�ect the validity and represen-

tativeness of the study outcomes. Figure 3.3 gives an overview about the in-

cluded dimensions and demonstrates the in�uence on the results’ uncertainty
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Figure 3.3: Dimensions of monitoring QoE of business applications and their rela-
tion to the uncertainty of study results.

of representing the perception of the employees with a spider plot. Positions on

the axes that are further away from the center result in a more abstract study

design and a more uncertain perspective on the QoE.

Starting with the dimension of domain knowledge, this dimension becomes

even more relevant when evaluation in�uence factors on the perception of the

users of business applications. Working with such applications requires often

domain knowledge and thus, the perception on the quality might di�er between

experts and non-experts (see Section 3.1.3).

Study-related dimensions comprise the arti�ciality of the test system, control-

lable conditions, contextual factors and the size of the parameter space. These

dimensions depend partly on each other. The arti�ciality of the test system de-

scribes how realistic the test system is. This includes not only the test software,

but also the infrastructure used to run the test. An example for a realistic system

would be running a study in the production system with the original software,

whereas an arti�cial system would be, for example, a mock-up of the most im-

88



3.3 Dimensions of Monitoring QoE of Business Applications

portant interfaces emulating software or network impairments, e.g., input or

loading delays. The decision of the arti�ciality of the system in�uences the con-

trollability of test conditions as well as the contextual aspects of the tests. Con-

ditions of a study based on the production software are highly uncontrollable

but context sensitive. In contrast, using a mock-up based approach leads to an

entirely controllable situation, which, however, might end up contextless. Ad-

ditionally, studies with arti�cial test systems conducted externally, e.g., via mi-

crotasking platforms, decrease the controllability of environment and conditions

and further reduce the context-relatedness. While the dimensions of arti�cial-

ity and controllability relate to the study environment, the size of the parameter

space relates to the design of the study content. A more realistic behavior of

the test subject might be realized by increasing the parameter space. On the one

hand, this might increase the certainty of the study results, on the other hand,

the higher complexity of the design might lead to unwanted side e�ects and

inexplicable results.

To demonstrate and discuss the in�uence of dimensions of both categories,

participant-related and study-related, on the monitored QoE, two user studies

are presented. First, the dimension of system arti�ciality is investigated on the

use case of video streaming. Second, the impact of the domain knowledge is

demonstrated on an interdisciplinary, medical use case. Here, not only experts

and non-experts are included, but the study considers also nuances in between.

3.3.2 Influence of System Artificiality

Many crowdsourcing and laboratory studies that investigate QoE focus on spe-

ci�c stimuli and try to keep the number of potential in�uence factors as low as

possible. Consequently, the service experience in the QoE study is often decou-

pled from real services. This means, for example for video streaming, that the

video under test is not embedded into a realistic streaming service environment

like YouTube or Net�ix. This widely used, arti�cial study design can be called

in vitro, which means literally, “in a glass” or “in a test tube”. In contrast to this,

89



3 Monitoring QoE of Enterprise Applications

Independence 
of Context

Independence of 
Domain Knowledge

Reduction of 
Parameter Space

Artificiality 
of System

Controllability 
of Conditions

In Vitro Design

In Vivo Design

Figure 3.4: Dimensions of in vivo and in vitro study design.

it is also possible to design studies in vivo, which means literally, “in the living”.

Here, the study is conducted in conditions that precisely mirror those existing

in real life, e.g., video streaming embedded in a real service like YouTube. With

both study designs – in vivo and in vitro – and also multiple nuances in between

in place, the question arises if and to which extent the study design, especially

the interface design and its degree of interactivity, in�uences the test partici-

pants’ QoE and attention to the shown stimulus.

Study Description

To answer this question exemplary on the use case of video streaming, a user

study is conducted with an in vivo and in vitro interface design.

The design dimensions of both study versions are depicted in Figure 3.4. Both

studies were realized via microtasking, neglecting the contextual factors and

the domain knowledge of the study participants. Even if the crowdsourcing ap-

proach adds uncontrolled conditions, by considering best practices for quality

assurance in crowdsourcing [44] as well as best practices for QoE crowdtest-
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ing in particular [22, 115], these uncertainties are reduced. The variation of the

interface design does not only a�ect the arti�ciality of the test system, it also

slightly in�uences the parameter space.

The structure of both studies are the same as detailed in the following. After

presenting an introduction to the subject of video streaming, the participants

were asked to provide some demographic information, e.g., age and gender. In

the main task, the participants had to watch one video that was shown either on

a plain gray background (in vitro) similar to [116] or in a YouTube-like web page

(in vivo). The video could be one out of three di�erent videos, which covered a

wide range of characteristics: A soccer match (fast motion), an animal documen-

tary (slow motion), and a pop concert (motion, amateur recording). The videos

were provided without audio to reduce additional factors in�uencing the per-

ceived quality. Furthermore, the videos were displayed in high-quality (1080p),

playing at least 25 frames per second, and had a length of 60 s. Each video play-

back was interrupted (stalled) twice – after 5 s and after 50 s of playtime. The

stalling duration was 6 s each. The video was followed by questions about the

content and if, how often and when stalling was noticed. Further, questions re-

garding the perceived annoyance of the stalling events and the perceived QoE

of the streaming were asked. In a �nal questionnaire, the participants could pro-

vide some information about their usage of video streaming services. The full

set of questions is in Appendix B.4. The answers given to all questionnaires were

later checked for consistency and used to identify unreliable participants. Fur-

thermore, the number of recognized stalling events were used to exclude cases

with technical issues, e.g., more than two stalling events.

The video to be displayed as well as the design setting were randomly selected

before a participant accessed a test. As the YouTube-like design includes the de-

scription �eld of the author who uploaded the video, comments of other users,

and previews of suggested videos, the testtakers could scroll and could become

distracted by other parts of the web page. Participants watching the video se-

quences on the gray background were not able to scroll. To analyze the users’

interaction with the test software, the mouse position relative to the web page
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(a) In vivo design – YouTube-like web page. (b) In vitro design – Web page with video player on
gray background.

Figure 3.5: Screenshots of the in vivo and in vitro study designs.

was tracked every 100 ms while watching the video. Also, the video position

was tracked every 100 ms in the in vivo design. This monitoring technique, in

conjunction with the screen size, allows to recognize if the page was scrolled

and if the video was still in the visible range. Further, testtakers could interact

with the in vivo web page by liking or disliking the video, displaying or hiding

the whole video description, adding a new comment, canceling the addition of

a new comment, clicking one of the suggested videos, and changing the win-

dow size as the design is responsive. After clicking on a suggested video, the

participant was requested to answer the study questionnaire including a ques-

tion to indicate the reason for clicking on the video. During video playback, all

interactions were tracked for later analysis since these may lead testtakers to

lose focus, i.e., the participants may not notice the stalling patterns due to in-

teraction possibilities. An example of the realization of the in vivo and in vitro

setting is shown in Figure 3.5.

Study Conduction

The studies were conducted on the microtasking platforms Microworkers and

MTurk in November 2019. Independent of the platform, the participants received

a reward of US$0.15 with an estimated time to complete the task of less than
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Table 3.1: MOS values of ratings concerning the perceived video streaming quality
including 95 % con�dence intervals.

Video Vivo Vitro

Soccer 4.422 (±0.149) 4.422 (±0.171)

Animals 4.356 (±0.152) 4.293 (±0.164)

Concert 3.600 (±0.190) 3.704 (±0.196)

7 min. No further restrictions, like country or skill �lters, were applied to limit

the workers’ access to the task. Overall, 822 participants completed the �nal

questionnaire. Of those, 45.13 % did not pass the reliability checks resulting in

451 ratings for the evaluation.

Evaluation

To evaluate the in�uence of the interface design on the perceived streaming

quality the MOS of the quality ratings is compared. Table 3.1 gives an overview

about the MOS values including 95 % con�dence intervals. Regarding the video

content, only the MOS values for the in vivo and in vitro design are signi�cantly

lower for the concert than those for the other videos. A Kruskal-Wallis test re-

vealed that there are di�erences between the video content (χ2(2) = 77.809,

p < 0.001), and a pairwise comparison using the Wilcoxon rank sum test with

Bonferroni correction establishes that the concert is rated signi�cant lower than

the other videos with p < 0.001. Comparing the ratings of both approaches, the

MOS values and overlapping con�dence intervals indicate that the ratings are

not a�ected by the interface design. The observation is supported by the Mann-

Whitney U test, resulting in no rejection of the null hypothesis with p > 0.05.

Thus, no in�uence of the interface design on the perceived streaming quality

could be found.

As the perception of stalling events may be a�ected by the design, the mean

degree of annoyance is analyzed. Therefore, the mean degree of annoyance is

compared, see Figure 3.6. As the number of stalling events a�ects the degree of
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Figure 3.6: Mean degree of annoyance with 95 % con�dence intervals.

annoyance [117], the analysis considers the number of noticed stalling events.

The recognition of a single stalling event occurs less often (ranging from 9 to

16 participants per video), leading to large con�dence intervals. Mann-Whitney

U tests for one and two noticed stalling events result in no rejection of the null

hypothesis that samples originate from populations with the same distribution.

Again, no signi�cant di�erence between the in vivo and the in vitro design is

visible. Thus, the results show that the annoyance does not depend on the in-

terface design.

Nevertheless, one can assume that the streaming experience is in�uenced by

interacting with the web page. For the evaluation of this hypothesis only 230

participants are considered who watched a video in the in vivo design. Of those,

55.9 % interacted with the web page. The most often (98.4 %) observed type of

interaction is scrolling the web page during the main task. Other page interac-

tions were rarely used. Only 12.6 % of the participants interacted with the page

in another way than scrolling. Regarding scrolling, 60.1 % of participants using

the scroll functionality scrolled in a way that the video was sometimes no more

visible on the screen (further referred as scrolled out of focus). The behavior con-

cerning scrolling out of focus di�ers signi�cant between the videos, indicated

by a chi-squared test (χ2(2) = 6.042, p < 0.05). Scrolling out of focus is quite
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Figure 3.7: Mean degree of annoyance with 95 % con�dence intervals for partici-
pants having the video always visible and those who scrolled it out of
focus.

more likely when watching the concert (73.8 %) than for the soccer game (47.6 %).

Thus, the video content has an impact on the interaction behavior of the users.

Regarding the perceived streaming quality when focusing on page interac-

tions (excluding scrolling), participants who interact with the web page per-

ceive a higher streaming quality with a MOS of 4.38. The MOS value for the

group of participants who did not interact with the web page is about 4.07. A

Mann-Whitney U test establishes that the samples do not originate from the

same population (W = 3540, p < 0.05). Having a look at scrolling, no signi�-

cant in�uence on the streaming QoE can be found.

Besides the in�uence on the perceived streaming QoE, an in�uence of inter-

acting with the web page on the degree of annoyance of stalling is also expected.

Nevertheless, no di�erence can be seen between the annoyance ratings of partic-

ipants who did not interact with the website at all and interacting participants.

Focusing on scrolling out of focus, an e�ect is visible. This e�ect is visualized

in Figure 3.7, which shows the mean degree of annoyance with 95 % con�dence

intervals for participants having the video always visible and those who scrolled

out of focus. Here, the di�erence between ratings for the concert video is sig-
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ni�cant, established by a Mann-Whitney U test (W = 459.5, p < 0.05). Partic-

ipants who scrolled the concert video out of focus perceived stalling events as

less annoying with an average rating of 2.87, while keeping the video visible re-

sults in larger annoyance with a mean degree of 3.39. A same, but not signi�cant,

trend is observed for the soccer game and the animals video.

Contrary to expectations, the study results show neither a signi�cant in�u-

ence of the interface design on the perceived quality nor on the degree of annoy-

ance of stalling events. Nevertheless, they are in accordance to �ndings about

the in�uence of advertisement banners described in [118]. On the contrary, the

results indicate that the interactiveness of the study interface, mainly scrolling,

has an in�uence on participants’ focus. Participants start scrolling and thus,

can lose focus on the stimulus. Even if this behavior is undesired during the

evaluation of in�uence factors, one can argue that it is actually a more realistic

behavior of users and thus, should be considered in the study design.

Finally, an in�uence on QoE caused by the way the user interacts with the

study interface is observed. Interactions also tend to in�uence the degree of an-

noyance, if the participant scrolls the video out of focus. However, it is di�cult

to generalize these observations, as only few participants used the interaction

possibilities in the current study. This might result from the fact that the partic-

ipants were told to watch a video as part of a payed crowdsourcing task or due

to apprehensiveness to impact test results by interacting with the page [119].

The test setting may lead to an unnatural behavior, in particular, a stronger fo-

cus on potential video impairments and less natural interactions with the web

page. In a real life streaming environment, one would expect the users to interact

more often, and in that case higher in�uences are to be expected since viewers

might be less focused on the stimulus. In the context of business applications,

the study results also encourage to test stimuli in a realistic environment that

fosters natural behavior of the test participants.
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Figure 3.8: Dimensions of user study on varying domain knowledge and back-
ground of participating people.

3.3.3 Influence of Domain Knowledge

The in�uence of the domain knowledge and background on peoples’ perception

is investigated with a medical use case. Using a non-technical case for the study

has been intentionally, as it is easier to classify people in groups with di�er-

ent background knowledge than for an interactive application. Figure 3.8 gives

an overview about the dimensions of the user study involving four groups of

participants with di�erent nuances of domain knowledge, i.e., experts, a�ected

people, persons with little domain knowledge, and laypersons. The group of

laypersons contains participants with di�erent background – microtasking and

non-microtasking – leading to �ve groups of participants in total. For all groups,

the other study dimensions are the same.

The main task of the user study is the assessment of deformational cranial

asymmetries of newborns’ heads. The head of a newborn is malleable, and there-

fore its shape is deformable, e.g., by resting on the same spot over a long time

or due to prenatal reasons. Such deformations are called deformational cranial
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asymmetries [120]. If the deformation is more advanced, a therapy for aesthetic

and medical reasons is necessary. Even if there exist several objective metrics to

classify [121] and to quantify the severity of the deformation, e.g., [122], these

are not �xed thresholds when to start or to stop the medical treatment [123].

This is mainly because the subjective perception of the degree of deformation is

not fully understood yet and may even di�er between experts (physicians) and

a�ected people, e.g., parents of newborns with deformational cranial asymme-

tries, as well as non-experts. Hence, the study subject is related to other QoE

studies in the way that the people’s individual perception of a stimulus and in-

�uence factors are evaluated.

Even if it seams far-fetched using crowdsourcing to solve medical tasks, there

is a large community focusing on the usage of crowdsourcing in the context of

medical research [124–126]. Some of the works already compare the perception

of experts and workers, e.g., [127], showing that ratings from workers are reli-

able and well correlated to the assessments of the expert group. However, it is

still unclear if the perception of people with di�erent background di�ers con-

cerning the severity of shown stimuli or subjects. Further, the authors did not

consider the group of a�ected persons or family members, and other background

information of the participants.

Study Description

The data set used in the study consists of 3D scans from 51 newborns’ heads that

exhibit di�erent severity and types of deformational cranial asymmetries. The

3D scans were produced with the methodology described by Meyer-Marcotty et

al. [128] that allows viewing the scans from di�erent perspectives interactively.

To reduce the number of samples, but still test a diverse and representative set,

the data were clustered with the partitioning around medoids (PAM) algorithm

based on biometric information. The clustering resulted in six clusters and thus,

in six representatives for each cluster. These patients were as distinct as possi-

ble concerning their characteristics. Four additional patients were added based

on suggestions of medical experts. This resulted in a data set of ten di�erent pa-
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tients to be assessed by the study participants. To further evaluate if an asymme-

try on the left or right side of the head is perceived di�erently, mirrored versions

of all scans were generated.

In order to guarantee that the scans could be viewed on all types of devices,

the scans were converted to short videos of 30 s. Each video showed a rotating

head omitting the frontal view of the newborn’s face due to privacy policies.

Below the video, the testtakers were asked if s/he (strongly) agrees or disagrees

that the head is asymmetrical on a �ve-point absolute category rating (ACR)

scale. In case the testtakers recognized a deformation, they were also asked to

indicate the areas of the head where the asymmetry was noticed, e.g., at the back

of the head or the forehead.

The study was realized as a web page and was structured as follows. After

introducing the participants to the subject of the study, the videos of the scanned

heads were shown to the testtaker, namely the original video of the scans of

the ten selected patients and the mirrored version of these videos in random

order. Two of the videos were shown twice to evaluate the consistency of the

ratings. In total, each participant watched 22 videos in random order. Figure 3.9

shows a screenshot of the realization of the web page containing a video. After

rating all videos, the participant was asked to provide additional demographic

information, like age and gender. Further, background information was collected

such as if the participant works in health care, if so, in which area as well as if

the participant has small children, see Appendix B.5.

Study Conduction

The group of crowdworkers was recruited via the crowdsourcing platform Mi-

croworkers in March and April 2017. The study were limited to users from the

United States, Canada, and the United Kingdom to prevent misunderstandings

concerning the instructions due to language barriers. Further, the limitation re-

duces side e�ects due to demographic or cultural di�erences, e.g., aesthetic as-

pects. The payment per participation was US$0.50. The participants of the other

groups, i.e., pediatricians, other physicians, parents, and other non-experts, were
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Figure 3.9: Screenshot of the web page showing a video of the rotating head.

invited via e-mail between July and September 2017. Here, participation was

voluntary.

Table 3.2 presents an overview of the groups of participants. Only partici-

pants who answered all questions and gave consistent answers are considered.

The groups of participants (slightly) di�er in their demographics. The average

age of the parents (38 years), other non-experts (42 years) and other physicians

(41 years) is slightly higher than in the group of crowdworkers (32 years). Fur-

ther, the group of pediatricians is the oldest (50 years) with the lowest share of

female participants (25.1 %), while the group of parents has the highest share of

female members (76.7 %).
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Table 3.2: Overview about characteristics of the participating groups.

Group N Domain

Knowledge

∅ Age Share of

Women

Pediatricians 31 High 50 25.1 %

Parents 73 High/Mid 38 76.7 %

Other Physicians 26 Mid 41 46.1 %

Crowdworkers 54 Low 32 46.3 %

Other Non-Experts 54 Low 42 61.1 %

Evaluation

To force the participants to form an opinion on the asymmetry of the shown

heads, the neutral rating option was removed during the study �elding. This

means, that the �ve-point rating scale was changed to a four-point ACR scale.

To make the ratings still comparable, all neutral answers given on the �ve-point

scale were excluded in the following evaluation. The remaining ratings, origi-

nally based on a �ve-point rating scale, were transformed to a four-point scale

by reducing ratings of 4 and 5 by one. Hence, a rating of 1 represents the option

strongly disagree and a rating of 4 means that the participant strongly agreed

that a shown head is asymmetrical.

Before evaluating the impact of the domain knowledge on the perception, the

consistency of the given ratings is analyzed.

Consistency of Ratings To evaluate the consistency of the assessments, the

ratings of the videos which were shown twice within the study are compared.

By using the Kruskal-Wallis rank sum test, it is analyzed if the ratings of the

�rst and the second occurrence of the videos originate from the same distri-

bution. As the test is not signi�cant with p > 0.05, the null hypothesis – the

two sample originate from the same distribution – cannot be rejected. This is an

indicator for the consistency of the ratings. Nevertheless, Pearson’s correlation

coe�cient of only 0.67 shows that some of the ratings are inconsistent. In the

101



3 Monitoring QoE of Enterprise Applications

following evaluations participants providing ratings of the videos shown twice,

which are not identically or not located next to each other in the rating scale

are excluded. Overall, �ve crowdworkers, two other non-experts, four parents,

and one pediatrician are �ltered out. Further, the assessments of the duplicated

videos are omitted from the evaluation.

Comparison of Asymmetry Ratings To evaluate potential e�ects on the

perceived asymmetry, the assessments of the participants per group are ana-

lyzed and the MOS is compared. Omitting the mirrored version of the videos

from the following evaluation reduces potential biases caused by side e�ects.

By using the Kruskal-Wallis rank sum test, di�erences in the ratings be-

tween the groups are analyzed. The test shows a signi�cant e�ect of the group

on the ratings (χ2(4) = 92.175, p < 0.001). A pairwise comparison using the

Wilcoxon rank sum test with Bonferroni correction revealed signi�cant di�er-

ences between the crowdworkers and all other groups (p < 0.001). By analyz-

ing the ratings in detail, one can observe that 66.8 % of the crowd-based ratings

(strongly) agreed that the shown heads are perceived as deformed. In compar-

ison to the other groups with a percentage of agreements ranging from 35.8 %

to 45.3 %, the amount is by far higher. Other than expected, this indicates that

the crowdworkers perceive weak deformations as more critical than the other

groups. Another explanation may be crowd-speci�c, additional in�uence factors

on the assessments, e.g., the participants are less attentive due to distractions or

rushing through the test. Alternatively, the phrasing of our question might in-

duce bias, and the workers might assume that they are expected to identify an

asymmetry.

As the observation may be invalid on a per patient basis, the assessments are

also evaluated on a patient level. The average ratings per patient, including 95 %

con�dence intervals, are shown in Figure 3.10. While the average ratings for

the groups of other non-experts, parents, pediatricians, and other physicians are

quite similar with mostly overlapping con�dence intervals, the crowdworkers

more often agreed to notice a deformation. This leads to a higher average rating
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Figure 3.10: Mean of the ratings with 95 % con�dence intervals per group.

for some of the patients. This observation corresponds to the result of a Kruskal-

Wallis test per patient, which shows a signi�cant di�erence (p < 0.01) between

the ratings of the groups for all patients except Patient 5, 8, and 9. Di�erences are

mostly observed for patients with less deformed heads from the perspective of

study participants with no crowdsourcing background. For Patient 1, 2, 3, and 6,

a signi�cant di�erence between the assessments of the crowdworkers and those

of all other groups is revealed by pairwise comparisons using Wilcoxon rank

sum test with Bonferroni correction with p < 0.001. The ratings of the other

groups do not di�er signi�cantly. Pairwise comparisons for Patient 4 also result

in a signi�cant e�ect between crowdworkers and the groups of parents, other

physicians and other non-experts (p < 0.001). Di�erences between crowdwork-

ers and pediatricians are not signi�cant. Similar observations can be made for

Patient 7. Here, only ratings from crowdworkers and other physicians as well

as other non-experts deviate signi�cantly with p < 0.05. Finally for Patient 10,
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Table 3.3: Coe�cients r of point-biserial correlation between ratings and areas of
noticed deformation, i.e., front head, back of the head, ear and other ar-
eas, including level of signi�cance.

Group Front Back Ears Other

Pediatricians 0.47*** 0.64*** 0.48*** 0.20***

Parents 0.33*** 0.64*** 0.39*** 0.11**

Other Physicians 0.27*** 0.57*** 0.38*** 0.19**

Crowdworkers 0.09 0.42*** 0.30*** 0.18***

Other Non-Experts 0.17*** 0.49*** 0.27*** 0.26***

** p < 0.01, *** p < 0.001

there is a signi�cant di�erence between the group of other non-experts and par-

ents (p < 0.01) as well as other non-experts and pediatricians (p < 0.05). These

�ndings indicate, that for unique characteristics of deformation the perception

di�ers between experts, including physicians and parents, and laypersons. This

aspect is analyzed further by evaluating the assessments of the mirrored and

original videos as well as the provided answers concerning the areas where the

participants noticed the deformations.

Influence Factors on the Perceived Asymmetry As it may in�uence the

perception if the deformation is located on a head’s left or right side, the as-

sessments of the original and the mirrored scans are evaluated. By using paired

Wilcoxon’s signed rank test, no signi�cant di�erences between the ratings of the

original and the mirrored videos for all groups could be found with p > 0.05.

Thus, no impact on the perception is visible.

The relation between the ratings and the areas where the deformation has

been noticed is analyzed, to get a better understanding of the testtakers’ rat-

ings. Table 3.3 summarizes the correlation coe�cients per group between the

ratings and the given answers. For all groups, a signi�cant, positive correlation

between the ratings and all areas except the forehead is observed. Regarding

the forehead, the assessments from crowdworkers do not signi�cantly correlate
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with their answers, while for this option a signi�cant, positive correlation for

the other groups is seen. Correlations between noticed deformations at the fore-

head and the ratings are higher for the groups of pediatricians, other physicians

and parents. This indicates, on the one hand, that for non-experts it is more

challenging to identify deformations at the front of the head due to the missing

view of the face of the newborns. On the other hand, it may be a piece of evi-

dence that groups with di�erent domain knowledge focus on di�erent areas of

the head, which may in�uence the perception.

To sum up, the results of the study showed that overall the perception of

experts, a�ected people, and laypersons without microtasking background is

quite similar. This observation is other than expected. Further, the perception

of crowdworkers di�ers from those of the other non-expert group. Layper-

sons with crowdsourcing background more often perceived deformation of the

shown heads. The analysis of the ratings per patient showed that some charac-

teristics of deformations also lead to di�erences in the perception of the layper-

sons and the expert groups including the group of a�ected persons. The recog-

nition of deformations is based on di�erent areas of the head for experts and

a�ected persons. Even if a frontal view of the faces is not shown, which makes

it challenging to notice deformations on the forehead, they consider this area for

their ratings. This observation may be an explanation of the di�erent percep-

tion of deformational cranial asymmetries, as mentioned above. The di�erences

concerning the focus of the participants do not fully explain the variations in

the ratings, especially the di�erences of the crowdworkers and the other groups.

Instead, these ratings may be in�uenced by crowd-speci�c, additional factors,

e.g., inattentiveness due to distractions, biases induced by the phrasing of the

instructions, or an insu�cient training phase.

Overall, the results of the study gives evidence, that varying domain knowl-

edge in�uences the perception and the focus of the participants. This should

be considered when designing user studies, especially in the context of busi-

ness applications. The study also shows the importance of carefully designing
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subjective studies and experiments when conducting them with people without

domain knowledge, especially with crowdsourcing background.

3.4 Designing a Survey Tool for �ality Assessments
in the Wild

As microtasking-speci�c side e�ects may in�uence the results of subjective

studies and the perception of a�ected people are more similar to experts than

to laypersons (see Section 3.3), collecting quality assessments of business appli-

cations should be conducted with a�ected people, i.e., the employees. Further,

integrating the assessment process into the regular working process contextu-

alizes the ratings.

In this section, requirements for the realization of collecting ratings from em-

ployees continuously and at a large scale are discussed. Based on the presented

requirements, a survey tool is introduced and its applicability is evaluated based

on feedback obtained from two user studies in a large company.

3.4.1 Enterprise-specific Requirements

The following requirements are derived from discussions with a cooperating

company and feedback of the participants of two pilot studies. Even if the ITU-T

P.1501 standard for evaluating subjective studies for web applications notes that

it might be also applicable to web-based business applications, the standard does

not cover these requirements, especially for quality assessments in enterprise

environments.

Minimization of Costs

While participants in lab or crowdsourcing studies solely focus on the assess-

ment tasks, employees need to focus on their regular day-to-day work and the

assessments impose additional work. Consequently, one requirement is the min-

imization of the e�ort for each participating employee. This makes a large num-
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ber of questions impracticable and also the interface of a survey tool needs to

be optimized to reduce the number of interactions per assessment. This can be

realized by focusing on an interface with selectable items, e.g., check-boxes or

radio buttons, instead of free text answers.

In addition to the assessment time, the number of participating employees

needs to be minimized. Even if an employee can complete one assessment within

a few seconds, scaling out the assessment process to all company employees can

result in a signi�cant amount of working hours per year. Thus, the number of

participants needs to be dimensioned appropriately to generate representative

results but also to limit required man power.

Seamless Integration

During the assessment of the perceived quality, the employees still have to com-

plete their day-to-day work. This might include cognitive challenging tasks or

personal contact to customers of the enterprise. Consequently, the survey tool

needs to be seamlessly integrated into the existing work�ows, or at least the im-

posed disturbance needs to be minimized. Further, unlike most other subjective

test scenarios, the survey tool does not run on a dedicated test or evaluation

system but needs to be integrated into the production system of the company.

This imposes the need for additional security considerations and error handling,

and also limits the available technologies.

The ratings of the users submitted through the tool have to be considered

as privacy relevant data and have to be stored in a secure manner. Appropriate

means have to be taken to anonymize the identity of the employees and strict

regulations for accessing the data have to be added. Software errors potentially

a�ect a large number of employees, thus, the main requirement for the error

handling is that the software should fail gracefully. This means that in case of

a software error, the software should be terminated without any notice of the

user, even if this implies a loss of measurement data. Finally, most companies

maintain a given software and infrastructure stack that de�nes the available

technologies for the development of the survey tool.
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Common Best Practices for User Studies

Despite the previous requirements and design limitations, the assessment

methodology needs to be scienti�cally valid and respect established standards

for subjective evaluations like ITU-T P.1501 [94]. Similar to other studies, the

participants need some basic instructions regarding the survey process. Due to

the large number of participants, a personal training is not possible and simi-

lar challenges to training phases in crowd-based subjective studies arise. Thus,

the tool should be easy to handle and self-explaining. Further, the participation

in the study should be not mandatory, thus, an appropriate motivation needs

to be provided during the initial communication with the employee. The non-

participation should not lead to disadvantages. Another important, motivation-

related aspect is the prevention of implicit or explicit incentives for the em-

ployees to give a certain rating. Such an e�ect might occur, for example, if the

required e�ort to complete a rating, e.g., the total number of clicks, is unequal

for the rating options. If the options are followed by a di�erent number of ques-

tions, it might incentivize participants to always select the shortest path for

completing the study.

3.4.2 Tool Description

Based on the de�ned requirements, a simple tool for monitoring the QoE of em-

ployees is designed. The QoE monitoring is realized as a short survey which is

shown via a pop-up to the participating employees. The survey comprises two

steps shown in Figure 3.11. First, the user rates the system performance by click-

ing on a happy green colored or an unhappy red colored emoji. The green, smi-

ley face represents a satisfying or good performance and the red emoji de�nes

an unsatisfying or bad performance. A neutral option is intentionally omitted

to correlate the ratings with technical measures and determine an acceptabil-

ity threshold for those measures in future work. After rating the performance,

the user may explain her rating by selecting one out of several prede�ned rea-

sons. The application supports the functionality to customize these reasons and
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Figure 3.11: Graphical user interface.

create di�erent subsets for speci�c groups of employees. To �t the needs of all

participating groups, the possible reasons should be de�ned in cooperation with

experts from the enterprise that already identi�ed potential in�uence factors on

the application’s performance. Nevertheless, even if the set of reasons is opti-

mized for the requirements of the speci�c group, not all possible performance

issues can be taken into account. Thus, it is advisable to also add a reason other,
in case none of the prede�ned reasons �ts for the user.

Minimization of Assessment Time

To reduce the completion time of the survey, the number of questions is limited

to a maximum of two. Further, the answer of each question requires only one

click. After rating the performance by clicking on one of the emojis, the second

question appears automatically. The interface of the survey tool is also auto-

matically closed as soon as a reason is selected in the second step. Hence, the

completion of the survey requires two clicks. Multiple choice is not allowed in
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the second step, although this has been requested in the participants’ feedback

of a pilot study, as this requires an active submission of the survey resulting in

a minimum e�ort of three clicks. For similar reasons the integration of an input

�eld to enter an individual reason for the selected performance rating or other

additional information is neglected. Text �elds entail the risk that users enter

sensitive customer data accidentally, as observed in a pilot study with the �rst

prototype of the tool.

A further reduction of the number of required clicks and the completion time

of the survey could be achieved by omitting the second step, i.e., the selection

of a reason, for a positive rating. This might lead to implicit incentives to select

the faster path through the survey Thus, the second survey step is mandatory

for both – positive and negative – ratings.

Besides the number of required clicks, using colored icons instead of text but-

tons for the rating step further optimizes the assessment time. This reduces the

amount of text in the pop-up and the colored emojis are easier and faster to

identify.

Integration into Day-to-day Work

As discussed in Section 3.1.2, it is not possible to ask the employees to rate the

system performance after each interaction with the system. Instead, the tool of-

fers two approaches for collecting ratings, i.e., a self-motivated push method and

a pull approach. The push system is similar to a complaint system. Employees

are able to open the pop-up by themselves at any time, for example, by clicking

on a desktop or a tray icon. Other than complaint systems, the performance of

the system can be rated positively and negatively. In contrast, the pull system

polls ratings from the employees by automatically opening the pop-up once an

hour, if the user is logged into the system. Then the users are asked to rate the

system performance within the last hour. This resembles the commonly used

method for collecting assessments in QoE studies. In a preliminary version of

the survey tool, the time di�erence between two pop-ups was set exactly to one

hour. This resulted in the e�ect that the participants were expecting the pop-up
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and prepared themselves to rate the performance. The ratings were not sponta-

neous anymore and in some cases working groups coordinated their responses.

By varying the interval between two pop-ups, considering a minimal interval

of 15 min and a maximum interval of 119 min, this e�ect is prevented. The al-

ternative of binding the pop-up timer on additional thresholds, e.g., a minimum

number of interactions of the user with the system, would require a tight con-

nection of the survey tool with the production system of an enterprise. This is

not applicable in each enterprise environment.

To prevent the interruption of critical working processes or conversations

with customers, the pop-up is also closed automatically after a few seconds if

the user does not react. These rating requests are marked as unanswered. The

pop-up is also closed after a speci�c amount of time, if the user only rates the

system performance and does not select a reason in the second step. In this case,

the rating is stored and the reason is marked as missing.

Implementation

The tool comprises a client and a server component. The client side is written in

C# and is automatically launched after logging into the system. As mentioned

before, it is very important that software or con�guration errors do not a�ect

the employee in the daily work. Thus, the client component only supports a

text-based error log but does not display any noti�cation to the employee. Fur-

thermore, before opening the pop-up, the client component sends a veri�cation

request to the server component including a prede�ned ID for the employee.

The pop-up is then opened only upon con�rmation of the server. This allows

a remote administrator to easily stop the survey as a whole or for individual

employees. After displaying the pop-up on the client side, the server calculates

the next time the pop-up should be opened. The client software is put to sleep

in order to save resources and again sends a pop-up veri�cation request at the

given point in time.

The server component is realized with a PHP framework. Besides the com-

munication with the client component, it provides several options to con�gure
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and manage surveys, e.g., the management of the prede�ned reasons and the

groups of participants. The group management comprises manual creation of

groups and automatic generation of samples of employees by a simple random

sampling mechanism. Another purpose of the server component is the commu-

nication with the database to store the responses of the participants. Besides

the ratings and the reasons, additional information is stored such as the time

when the survey was opened at the client and the time stamp of submitting the

response. These time stamps are required to determine the next rating time as

well as to analyze the response behavior, e.g., concerning the time needed to

complete a survey.

Recruiting Participants

The following communication concept is applied to inform the employees and

to coordinate the study conduction. The concept considers the remote location

of the participants and business settings by using e-mails as communication

channel. A few days before starting the survey, the employees are invited via

e-mail including information like the respective starting date of the survey and

its duration. The employees are also informed about the purpose of the study

and instructed how to use the tool. By going into detail about the goal of the

study, the employees are motivated to participate. This observation was made

based on feedback collected during a pilot study with the prototype of the survey

tool. The participants realized that active participation can be used to improve

their working conditions.

Regarding the usage of the tool, details about the design of the software is

given, e.g., why a reason for positive ratings has to be selected. Additionally, the

instruction highlights that the participants should rate the system performance

within the last hour on a subjective and individual base, instead of coordinating

their feedback. This additional information was also included upon request of

the participants of the pilot study.

Beginning with the announced starting date, the survey is conducted which

means the survey is shown once an hour to the participants during the speci�ed
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period. At the end of the survey period another e-mail is sent to the participants,

thanking for their participation and asking for further feedback regarding the

conduction as well as possible ways to optimize the tool. Further, a short sum-

mary of the results of the study is provided via e-mail to inform the participants

and keep them motivated.

3.4.3 Analysis of Applicability

The applicability of the survey tool is evaluated based on two user studies con-

ducted in cooperation with a company employing more than 15 000 people. The

evaluation comprises the analysis of the integration into the regular working

processes and the additional workload for participating employees, as well as

the general acceptance on the employees’ side. As the continuous collection of

ratings with the pull approach might have a more negative in�uence on these

aspects than the self-motivated push approach, the ratings were only collected

with a pull system. Before discussing the studies’ results, their setup and con-

duction are described brie�y.

Fielded Studies

The two user studies A and B were conducted with employees working in dif-

ferent �elds of business activity within the cooperating company. Due to the

di�erent tasks, the list of possible reasons for negative ratings used in the sec-

ond survey step di�ers in study A and study B. These lists were created in co-

operation with experts of the enterprise and included performance issues in a

set of software modules required for the employees’ day-to-day work and the

option other. During two working weeks ratings were collected in study A from

618 employees in December 2015 and in study B from 723 employees in January

2016. After each study, feedback concerning the survey in general, its content,

and the interface of the tool was collected within the company and passed on

in aggregated form.
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Figure 3.12: Share of participants submitting at least one survey per weekday.

Integration into Day-to-day Work

In total the survey was shown in study A 33 225 times with 16 339 rating re-

quests marked as unanswered. In study B 47 113 rating requests were sent to

the participants. Of those, 23 525 remained without an answer. This indicates

that it is not always possible for the employees to answer the survey during the

daily working processes. Reasons for this might be the completion of time criti-

cal work, talking with customers, or absence from their working place. Despite

the percentage of missing answers, the results show about 97 % of the partici-

pants submit at least one survey during the total survey period of two working

weeks. Figure 3.12 highlights the share of active participants per weekday com-

pared with respect to the total number of participants invited in the study. A

participant is classi�ed as active, if s/he submits at least one rating within a day.

Comparing the weekdays, the share of active participants ranges from 31 % to

69 % for study A and from 35 % to 85 % for study B. Possible reasons for the higher

activity in study B may be the lower number of part-time employees in this user

group as well as the fact that these employees mainly focus on data processing
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and are less involved in customer care. Due to a ramp-up phase at the start of

the study, the number of active participants on the �rst day is lower than on

the other days. Indicated by the highest measured share of active participants

during the two weeks, the ramp-up phase is �nished on the second day. Com-

paring the remaining days, there are lower values measured at the end of each

week. On Friday, the o�ce hours in the company are usually shorter than during

other working days. This, in conjunction with a number of participants working

only part-time, leads to less employees participating in the survey. Except for

the start phase of the study, the two weeks do not di�er signi�cant overall. Due

to the continuous, active feedback collection once an hour the response rate per

day is signi�cantly higher than in other approaches with only a single response.

Response rates less than 30 % are often observed when using such approaches

for surveys conducted in enterprises [101].

Assessment Time

In order to evaluate the additional e�ort imposed to the employees, the overall

response duration for study B is investigated. Missed rating requests and ratings

without reasons are omitted. The median response time of the participants is

6 s. Due to some special cases with a response time of 132 s, the mean response

time is signi�cantly higher with 9.6 s. By using Wilcoxon’s signed rank test it

is checked if response times di�er between positive and negative ratings. The

input data is aligned as follows. Each employee e submitted m positive ratings

r+e,1, . . . , r
+
e,m and n negative ratings r−e,1, . . . , r

−
e,n. For the evaluation for each

employee e the ratings Re with

Re = {r+e,1, . . . , r
+
e,k, r

−
e,1, . . . , r

−
e,k|k = min(m,n)} (3.1)

and the corresponding rating times are considered. This results in total in∑
e∈E |Re| = 6204 considered rating times, with E being the set of all em-

ployees who submitted at least one rating during the study. Based on this subset,
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Figure 3.13: Time needed to rate the performance.

the di�erence between rating times for positive ratings and the rating times for

negative ratings is not signi�cant with p > 0.05.

To analyze if there is a speed-up in answering the pop-ups over time, the eval-

uation is limited to employees who submitted at least ten ratings. This applies to

79 % of all participants and their median answering time for the �rst ten ratings

is shown in Figure 3.13. The rating times are measured at an accuracy of one

second, as this is su�cient for an estimation of the additional e�ort imposed

by the survey tool. The �gure indicates that during the �rst seven ratings, the

response times are decreasing from 16 s to 6 s, while the time remains roughly

similar at 6 s after the seventh rating. Due to non-normally distributed response

times and repeated ratings from the same employees Friedman’s test is used to

con�rm the changing user behavior. The test clearly shows that response times

for the �rst seven ratings signi�cantly di�er (χ2(6) = 426.81, p < 0.001), and

that response times for the eighth to tenth rating are not signi�cantly di�erent

with p > 0.05. Overall, one can assume that at the beginning of the survey new

participants need to get used to the survey questions and the interface. In the
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later course of the survey, participants can answer the questions more easily

and e�ciently.

The importance of a time e�cient assessment process can easily be demon-

strated by considering the total time tt spend on the active submissions. The

total time tt can be calculated as the sum of all response times which results in

tt ≈ 38 h. An estimation t′t of the total time tt based on the median response

time of 6 s and the total number of answered rating requests sa = 23 588 in

study B seams feasible, as t′t = 6 s · sa ≈ 39 h.

User Feedback

To gain insights into the employees’ point of view concerning the conduction

of subjective tests integrated into their day-to-day work as well as on the sur-

vey tool, the provided, aggregated feedback is presented and discussed in the

following. The feedback is classi�ed into three categories, i.e., general feedback,

feedback regarding the survey content, and feedback related to the usage of the

tool. The categorized, aggregated opinions are presented in Table 3.4.

The general feedback con�rms the acceptance of the application by the users

as discussed in Section 3.4.3. It shows that the users are willing to answer the

survey and that they do not feel disturbed by the pop-up. Further, the feedback

reveals psychological side e�ects. The participants suggest that there are no

impairments of the used business application if the tool is running. Nevertheless,

it is not possible that the survey tool in�uences the performance of the system.

The feedback concerning the study duration shows that the employees accept

study periods of two working weeks. Asking the employees during a shorter

time period is not suggested as it becomes even more di�cult to observe ad-

ditional in�uences on the performance due to temporal events, e.g., software

updates, peak and o�-peak times of the employees.

Regarding the survey content, some of the participants are irritated about the

rating subject. They did not know if they should rate the performance of their

last interaction with the system or if they should consider the system perfor-

mance since the last rating. This irritation is not caused by the design of the
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Table 3.4: User feedback concerning the survey tool.

Subject Aggregated feedback

General

The employees are satis�ed that the company is inter-

ested in their opinion.

The survey receives in general neutral or positive ac-

ceptance.

“Every time the pop-up has been shown, everything

works �ne.”

Conduction
A study period of two weeks is appropriate.

The provided information for the participants is su�-

cient and understandable.

Interface and

content

The tool is easy to use.

Sometimes it is not clear if the participants should rate

the system performance between two pop-ups or the

performance of their last system interaction.

Some of the prede�ned reasons are ambiguous.

The prede�ned reasons do not match the requirements

of all working groups.

The participants would like to provide additional infor-

mation when choosing the reason other.

interface of the application as the users �nd it easy to use. Instead, it con�rms

the importance of providing su�cient and clear instructions to the participants.

Further, the participants gave feedback that the prede�ned reasons do not

match the requirements of each participant. This is con�rmed by analyzing the

selected reasons for negative ratings. About 58.5 % for study A and 44.7 % for

study B of the ratings were explained with the reason other. On one hand, it

shows that it is di�cult to �t the needs of all employees from di�erent work-

ing groups with a limited number of reasons. On the other hand, it indicates

that there may be additional factors which in�uences the perceived performance

quality of the system, e.g., other system components that were not considered

to be performance critical or usability aspects of the software. A possible so-

lution is to gather those missing reasons directly from the participants via an
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additional communication channel, e.g., e-mail or a discussion forum, during or

at the end of the survey period. Due to the �exible implementation of the survey

software, those reasons can easily be added to follow-up studies.

3.5 Lessons Learned

This chapter discussed the importance of monitoring the QoE of business appli-

cations in enterprise environments and highlighted the complexity of transfer-

ring existing monitoring standards and approaches to this domain. It presented

a monitoring concept which includes the processes of identifying a�ected appli-

cations and components, evaluating in�uence factors on the QoE, and building

a model to estimate the QoE which is valid and representative. Particular atten-

tion was paid to the design and conduction of user studies with employees as

part of the evaluation process of in�uence factors on the QoE. In this context,

the in�uence of the study design, i.e., the arti�ciality of the test interface, and

the impact of the participants’ domain knowledge on the perceived quality was

investigated. Finally, a survey tool for collecting quality ratings from employees

during their day-to-day work was proposed and its applicability evaluated with

two large user studies conducted in a cooperating company.

The research questions, derived from gaps in the literature as outlined in Sec-

tion 3.1, were answered as follows. The question about how to monitor and

model the QoE of business applications in general was answered by proposing

a monitoring concept in Section 3.2. By suggesting the usage of available re-

sources in enterprises such as support channels, the minimization of time and

cost factors are considered. The concept also pays attention to other enterprise

speci�c requirements like the decoupling of subjective studies from the produc-

tion system while considering the validity and representativeness of the result-

ing QoE model.

Section 3.3 addressed the question about important design dimension of user

studies conducted in enterprises and their in�uence on study results. These di-

mensions are related to the test environment and content, i.e., the test system
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arti�ciality, the controllability of conditions, and the size of the parameter space,

as well as related to user characteristics, namely the domain knowledge, and the

context of the applications’ usage. The analysis of the impact of the arti�ciality

of the test system on the quality perception indicated that there was only an

e�ect between the interface design and the perception in case the study partic-

ipants interacted with the test page. These participants lost their focus on the

tested stimulus. However, the majority did not interact with the test interface.

This behavior may be caused by the test situation. Regarding the in�uence of

the domain knowledge on the QoE, the perception of people di�ered based on

their domain knowledge, demonstrated by an assessment task of an interdisci-

plinary medical use case. The perception of a�ected people resembled the view

of experts rather than the perception of laypersons. To sum up, the observa-

tions resulting from both studies gave evidence that the evaluation of in�uence

factors on business applications should be done by conducting contextualized

studies involving a�ected users, namely the employees.

The applicability of subjective experiments integrated into regular working

processes and thus, collecting contextualized ratings from employees, was eval-

uated in Section 3.4. The introduced methodology is non-intrusive and o�ers

the possibility to collect quality assessments continuously on a large scale. Stud-

ies with employees showed a high acceptance on the employees’ side indicated

by an outstanding participation rate with about 97 % of the invited employees

submitting at least on rating during the study period. However, the feedback

from the employees emphasized di�culties similar to challenges known from

user studies on microtasking platforms, e.g., irritations about the rating subject.

This highlighted the importance of providing good instructions when conduct-

ing studies unsupervised and decentralized.
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Nowadays, employees spend a signi�cant amount of their time interacting with

enterprise applications as part of their daily work. Similar to other modern appli-

cations, business applications rely on distributed architectures, e.g., thin client

computing, to bene�t in terms of �exibility, scalability, and cost savings. In these

architectures, functions such as storage and processing are performed in centra-

lized data centers. Consequently, degradations with respect to QoS parameters

such as network delays, packet loss, or load peaks in the data center can have a

negative impact on the user-perceived application quality – the Quality of Ex-

perience (QoE). However, maintaining a high QoE is essential for achieving a

high productivity of the employees and for avoiding frustration of the work-

force. Hence, it is important to understand and quantify the impact of objective

technical parameters like processing and transmission delays on the perceived

quality of the employees during their day-to-day work.

Assessing the application quality is possible based on responses from

application-speci�c feedback channels, e.g., ticketing systems, or based on qual-

ity ratings collected in user studies in enterprises. The latter approach provides

a more precise view on the QoE. However, running such studies with employ-

ees in parallel to their regular work continuously and at a large scale is time

and cost intense (cf. Section 3.4.3). E�orts can be reduced by estimating the QoE

with a QoE models. These models are based on objective metrics, e.g., end-to-

end network delays or total response times of applications. Nevertheless, qual-

ity assessments from the users are required for learning the model. Integrating
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the trained model into the application monitoring or managing solution in the

enterprise allows to assess the application quality from the users’ perspective

based on QoS parameters, identify performance issues, and initiate appropriate

countermeasures in a timely manner.

Building a QoE model and implementing a system that is capable of react-

ing to QoS and QoE requires a reliable monitoring of technical parameters. Ad-

ditionally, quality assessments from the employees need to be collected, e.g.,

during a user study of limited duration. Monitoring the QoE with di�erent ap-

proaches, i.e., by actively asking the users to rate the quality (pull approach) or

by using a self-motivated system (push approach), may result in di�erences in

the provided view on the perceived quality. While the pull approach might re-

sult in a continuous, but less detailed view, the self-motivated push approach is

more sensitive to short time performance issues, but may su�er from a decreas-

ing motivation to provide ratings over time. Regarding the performance para-

meters, challenges arise from the technical monitoring deployed in a production

system of enterprises. The data may be noisy due to measurement inaccuracies,

limited access to all system components, or data aggregation to solve big data

challenges, as discussed in Section 3.2.2.

These aspects give rise to several research questions. Regarding the collec-

tion methods of quality assessments, does the view on the QoE and conclusions

on the users’ satisfaction depend on the used method? Focusing on the QoE

modeling, is it possible to model the QoE based on technical monitoring data

which might be subject to measurement inaccuracies? How to quantify e�ects

of real-world measurements, e.g., noisy data, on the model performance?

Figure 4.1 gives a brief overview about the research questions addressed in

this chapter and the methodology used to answer them. Besides the evaluation

of di�erences between the pull and push rating approach, this chapter focuses

on analyzing correlations between the user ratings and the technical parame-

ters. This analysis provides results for the data aggregated on di�erent levels

and investigates the impact of seasonal e�ects, timely changes in the system

behavior, and e�ects caused by working on di�erent tasks on the quality per-
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Section Research question Methodology/Contribution

4.3
What are the differences in 
the view on the QoE of pull-
or push-based approaches?

Analysis of usage und rating behavior 
of employees for both approaches

4.4.1
Are relations between pull-
based ratings and technical 
parameters impacted by 
additional influence factors?

Correlation analysis of pull ratings and 
technical parameters w.r.t. different 
side effects

4.4.2
How to build a QoE model 
from pull-based ratings 
which can handle noisy and 
inaccurate monitoring data?

Development of a two-threshold-
based model and quantification of 
unpredictable data

4.5.1
Are there relations between 
push-based ratings and 
technical parameters?

Correlation analysis of self-motivated 
push ratings and technical parameters

4.5.2
Is it applicable to model the 
QoE based on self-
motivated ratings?

Development and evaluation of a 
machine learning-based QoE model

Figure 4.1: Overview about addressed research questions and used methodology.

ception. Finally, QoE estimation models are developed, evaluated and compared

with respect to the impact of measurement inaccuracies and noise on their per-

formance. The evaluation is based on QoE and QoS data collected from more

than 4 000 employees in a long-term user study.

The remainder of this chapter is structured as follows. Section 4.1 gives an

overview about factors in�uencing the QoE of interactive web- and network-

based applications. Then, relationships between the main in�uence factor –

waiting times on the user’s side – and objective metrics are highlighted. Fi-

nally, models which leverage these relations are presented and related work is

discussed. Section 4.2 describes the user study conducted during a study pe-

riod of 1.5 years in a cooperating company and the resulting data set. On the

basis of [9], Section 4.3 analyzes and compares the view provided on the QoE

by pull and push approach. Section 4.4 sheds light on the correlation between
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user-provided pull ratings and technical performance parameters under con-

sideration of additional factors in�uencing the perceived quality. These factors

are seasonal e�ects caused by vacation times, changes in the system behavior

and user-related aspects such as working on di�erent tasks and associated ex-

pectations. By leveraging the found correlations a threshold-based QoE estima-

tion model for the pull approach is introduced and evaluated. The section is

mainly based on [10]. In a similar manner, Section 4.5 analyzes the relation-

ship between self-motivated push-based ratings and technical monitoring data.

A machine learning-based model is developed, evaluated, and compared with

the threshold-based approach, based on [9]. Finally, the chapter is concluded in

Section 4.6.

4.1 Background and Related Work

This section gives an overview about factors in�uencing the QoE of web- and

network-based applications and business applications in particular. Further-

more, associated performance parameters are discussed and approaches to pre-

dict the QoE based on such objective metrics are presented. In this context,

not only related work on QoE models for business applications in general is

reviewed, but also literature related to models build on self-motivated ratings

similar to bug report or complaint systems is discussed.

4.1.1 Factors Influencing the QoE of Interactive Web
Applications

Nowadays, business applications are often operated remotely in data centers.

They are realized as three-tier architecture containing a presentation, appli-

cation and data layer [129]. The integration of browser-based user interfaces

simpli�es the access and makes it more �exible. Thus, the characteristics of

such applications might be similar to interactive web or even network-based

applications, such as browsing. For both types of applications, user interactions
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occur in sequences during sessions and protocols used for the communication

might be the same, e.g., HTTP(S) [130], or are based on the same foundation,

e.g., TCP/IP [131].

Until now, most QoE studies focus mainly on (web-based) applications and

services for end-users, but enterprise applications are mostly neglected. In the

context of web-based applications, the loading delay is the main in�uence factor

on the perceived quality, highlighted in numerous studies, e.g., [89, 132, 133]. If

a loading delay occurs, the user has to wait until the requested content is loaded

resulting in a degradation of the perceived quality. It can also be shown that

waiting times directly a�ect the user behavior, e.g., leading to a lower number

of interactions [133–135].

Multiple circumstances lead to waiting times in web-based, interactive appli-

cations. On the network layer, network characteristics such as the bandwidth

and its �uctuations in�uence the loading characteristic of an application [136].

Using mobile networks, handover processes, the strength of the signal [137],

and the time to reestablish a connection after idle states of devices [138] lead

to additional delays. On the application layer, used protocols, e.g., HTTP/1.1 or

HTTP/2 [139, 140], as well as loading and rendering processes of the browser

a�ect the time needed to load the content of a web site. Browsers and operating

systems di�er signi�cantly in loading delays caused by these processes [141].

Indeed, the implementation of the application and its interfaces play a ma-

jor role. In this context, the time until the content is visible and usable on the

user’s side depends on multiple factors, e.g., the type of content (text, images,

multimedia content, CSS �les), the elements’ size, their request order, and the

resulting order in which elements become visible [142]. Studies on the user be-

havior showed that users do not wait until the entire application or web page is

loaded. They start to interact if areas or content which are relevant for their in-

tended task are visible [143]. Thus, loading these areas and elements earlier than

unnecessary content has a positive e�ect on the QoE [144]. In contrast, loading

failures of elements such as images or CSS �les impact the user’s perception

negatively [145]. This observation might be related to visual appeal and usabil-
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ity aspects which are also in�uence factors on the QoE [107, 108, 146]. Users are

more tolerant to loading delays if they perceive a web site as easy-to-use and

aesthetic [107].

While many studies focus on in�uence factors from the technical perspec-

tive, there is little research on human in�uence factors in the context of QoE for

web-applications. In [147] the authors observed that the expectation of users

varied depending on the technology used for network access. Comparing wire-

less and wireline access, users rated the QoE of web browsing less strict while

using wireless network access. Further, temporary network degradation in�u-

ences the expectation of the users concerning the service quality and, thus, a�ect

the QoE [148].

Regarding contextual factors, no clear e�ects of real-world distractions on

web QoE could be observed [106]. However, there is a relation between the

intended task of the user and her perception of the quality [132]. The QoE is

in�uenced negatively by task characteristics such as a longer completion times

and the overall length of sessions.

A �rst indication of the in�uence of delays in the context of business software

is given by Bonhag et al. [99]. The authors investigated the perceived quality of

a �ctive business application by emulating loading delays for di�erent types of

tasks. The results show that the QoE is a�ected by a delayed application perfor-

mance. The perception depends on the type of task and associated expectations.

Users were more tolerant of delays of tasks which they knew that the application

needed longer to complete, e.g., generating a report. Another study showed that

working with delayed business applications a�ected the perceived complexity

of tasks negatively [98]. The analysis focused on applications operated remotely

on a thin client architecture. Delays in such applications are not only caused by

network conditions, the con�guration of the remote software also a�ects the

response time [97].

Even if these �ndings give an impression how impairments like delays in�u-

ence the perceived quality of users of interactive systems, it is not clear how

the system performance and especially delays are perceived by employees us-
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ing network-based applications in their day-to-day work. This work addresses

this gap by analyzing the relationship between the perceived quality of a busi-

ness application and di�erent performance parameters. The analysis is based

on data collected from employees while they were working on regular working

processes in a long-term user study. Besides the analysis of correlations between

quality ratings and performance measurements, additional in�uence factors are

evaluated and discussed. The investigated factors are related to side e�ects from

seasonal events, i.e., vacation times and system updates, and to expectations of

the employees in dependence of their �eld of work.

4.1.2 QoE Modeling

Besides understanding the quality perception of users by investigating in�u-

ence factors, service or network providers aim to integrate the user perspective

into their application or network management. This allows the e�cient man-

agement and usage of resources while considering the needs and perspectives

of the users. In [149] the authors describe a concept for QoE aware tra�c man-

agement. Here, application or network monitoring data is enriched with data

obtained from QoE monitoring on the client’s side. Based on both resources

the providers make tra�c management decisions to meet not only service level

agreements (SLAs) but also provide network conditions that satisfy the users.

Collecting QoE monitoring data, i.e., quality assessments, continuously with

user studies would be time consuming and cost intense. Hence, using a QoE

model to estimate the perceived quality is more e�cient. A QoE model approxi-

mates the QoE, e.g., MOS values, based on objective metrics related to in�uence

factors, e.g., the measured waiting time. Regarding interactive web or network-

based applications, there are multiple starting points to measure a diverse set

of parameters, e.g., on the network or application layer as well as on the server

or client side. As there is little research on QoE modeling for enterprise appli-

cations, again, the focus is on QoE models for web- and network-based applica-

tions. These web QoE models are often based on user-centric metrics associated
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with the loading processes of web sites. Such metrics are, for example, the page

load time (PLT), above-the-fold (ATF) metrics or Google’s Speed Index. While

the PLT measures the total time needed to load the complete content of a web

site [89], ATF metrics de�ne the loading time of the visible part of the con-

tent [150]. In contrast, the Speed Index
1

is related to the loading process itself.

It describes how quickly is the visual progress while loading the above-the-fold

part of a web site. For multiple of these loading process-related metrics a loga-

rithmic relationship between the waiting time and the perceived quality by the

users was found [151, 152]. Furthermore, numerous mathematical models exist

using a single objective metric, e.g., Speed Index [153], page load time [154], or

network bandwidth [151], combinations of objective metrics, e.g., mobile net-

work factors such as handovers [155], or combinations of objective and subjec-

tive metrics, e.g., loading times and aesthetic aspects [156, 157].

Another, often used approach, is learning a QoE model based on multiple

parameters with machine learning techniques. The parameters are taken from

the network, e.g., �ow characteristics [158], or from the application layer, e.g.,

variants of PLT and ATF [159]. Other models combine network parameters with

user-related factors, e.g., age and education [160], or subjective factors such as

perceived learnability and usability [161].

A �rst QoE model for a business application was introduced in [8]. The au-

thors compared di�erent machine learning approaches to predict the QoE on

a binary scale. The evaluation showed that building a generic model based on

measurements from an uncontrolled environment is di�cult due to inaccuracies

and noise in the data.

All of the mentioned models predict the QoE derived from quality assess-

ments collected with the traditional pull approach. To recap, by using the pull

approach study participants are asked actively by the test software to rate

the perceived quality. Using this approach in the context of business applica-

tions and especially for collecting ratings from employees may result in coarse-

1

www.sites.google.com/a/webpagetest.org/docs/using-webpagetest/metrics/speed-index; Accessed:

August 1st

, 2020
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grained view on the QoE, as demonstrated by [8]. A di�erent, more detailed view

on the QoE may be achieved by collecting self-motivated ratings comparable to

complaint systems, where users can report bugs and malfunctions of software

or services. Learning a QoE model from such ratings may lead to a estimation

model which is more sensitive towards short-term changes in the application

performance. However, there is little knowledge about the correlation between

self-motivated ratings and technical parameters. In this context, complaints may

be related to QoE ratings in a certain way [162], even if it is di�cult to map them

to the often used �ve-point ACR scale [163]. Further, there is a relationship be-

tween user complaints and technical performance parameters as demonstrated

for an IPTV service [162].

Following this self-motivated push approach to monitor the QoE of busi-

ness applications, it is still unclear if these ratings are correlated with technical

performance parameters. Furthermore, when building an estimation model on

self-motivated ratings the model representativeness and validity might su�er

from changes in the motivation to provide ratings over time. While other self-

motivated feedback systems, e.g., product reviews, lead to a visible outcome to

the feedback provider, reporting performance issues often has no direct bene�t

to the users. Thus, the motivation of the users di�ers depending on the perceived

usefulness of the ratings. The analysis of user behavior with an integrated er-

ror reporting system by Microsoft, Inc. showed that the perceived usefulness

is a�ected by the transparency of the data usage and transparency concerning

the role of the users [164]. Further, the motivational factor may change over

time [114]. Here, the authors investigated the activity and retention of volun-

teers participating in online studies. Motivational factors might not only a�ect

the rating frequency, but also might lead to in�uences directly on the QoE. Such

e�ects were shown in crowdsourcing-based user studies with paid participants

and volunteers. Volunteers tended to provide lower ratings than the paid par-

ticipants [165].

To close the highlighted gaps in the literature, both approaches – pull and

push – are compared and analyzed concerning the usage behavior by employees
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of a cooperating company and their motivation to provide ratings. From these

analyses, conclusions are drawn on the resulting view on the QoE. Furthermore,

a threshold-based model to estimate the QoE derived from pull-based ratings is

developed. This model is able to handle uncertainties in real-world measurement

data. Finally, the applicability of building QoE models based on self-motivated

ratings is demonstrated by using also a threshold-based approach as well as

techniques from the area of machine learning.

4.2 Long-term User Study

The analysis of di�erent approaches to collect quality assessments and the esti-

mation of the QoE of business applications are based on data collected in a long-

term user study conducted in a cooperating company. The company operates in

the business domain of health insurances. Thus, the tasks of the employees are

diverse including customer services, �nancial processes, and human resource

management. For processing these tasks the employees mainly use an enterprise

resource planning (ERP) system which is based on the SAP ERP system
2

. An ERP

system is a software system or suite of applications that integrates functionality

for all �elds of business processes within a company such as accounting, sales,

customer services, and human resources [166]. From the technical perspective

the ERP system is structured as three-tier architecture including a presentation,

application, and data storage layer. The presentation layer is, for example, op-

erated as thin-client architecture. In a thin-client architecture users access the

application from a terminal via a remote virtual desktop while the application is

running on central servers in the data center. Besides the ERP system, additional

applications and systems, e.g., telephone and printing systems, are part of the

daily working processes of the employees in the company. However, this work

focuses on the performance of the main business application – the ERP system.

The application data used in the evaluation consists of ratings of the perfor-

mance quality provided by the employees and of monitored technical parame-

2

www.sap.com; Accessed: August 1st
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Independence 
of Context
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Figure 4.2: Design dimensions of a long-term user study to evaluate and model the
QoE of a business application.

ters extracted from a monitoring system used in the company. The process of

data collection of both subjective ratings and monitoring data is described in the

following as well as the resulting data set.

4.2.1 Study Description

The user study was designed to run on a long-term and at large scale. Figure 4.2

shows the setup of the dimensions of the study design. To consider factors such

as domain knowledge and the context of usage during the evaluation, the user

study was integrated into the regular day-to-day work of the employees. Hence,

all participants had a high level of domain knowledge and the performance was

rated during the regular usage of the business application. Furthermore, the

monitoring data was extracted from the production system. This resulted in a

non-arti�cial test system. Monitoring in the wild leaded to highly uncontrolled
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conditions as well as to a large parameter space. On the on hand, this study setup

allows the evaluation of the QoE under real conditions leading to valid study re-

sults which represent the perspective of the employees during the regular usage

of the application. This low uncertainty is illustrated in the �gure by the area

delimited by the green lines. On the other hand, the uncontrolled conditions

may interfere the evaluation of in�uence factors on the users’ perception.

Regarding the generalization of the �ndings and models presented in this

work, answering the research questions by evaluating data of a speci�c applica-

tion indeed leads to results which are speci�c for the investigated application,

e.g., correlation coe�cients and thresholds. Nevertheless, conclusions about the

view on the QoE drawn from di�erences of the pull- and push-based systems are

independent from the speci�c characteristics of the business application. Fur-

thermore, lessons learned from the correlation analysis and consequences for

the proposed modeling approaches are transferable to other applications and

services used in enterprises.

Collection of �ality Assessments

The quality ratings were collected with the non-intrusive survey tool introduced

in Section 3.4.2. Brie�y summarized, the survey comprises two steps. First, the

employees were asked to rate the performance on a binary scale. Second, they

selected one reason for a good rating or the a�ected system component in case

of performance issues out of a list of prede�ned options. The lists were provided

by experts from the cooperating company and each included the option other.
The survey tool was con�gured in two ways to collect ratings with di�erent

collection approaches – pull and push – in parallel. The pull approach resem-

bled the poll method commonly used in QoE user studies. Here, the tool actively

asked the employees to rate the application performance once an hour by au-

tomatically opening the survey in a pop-up. The minimum distance between

two rating requests was set to 15 min. As the employees worked permanently

with the business application, it was not possible to ask for a rating after every

interaction with the application. If the employees did not react within a short
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Figure 4.3: Schematic presentation of the study conduction with groups of partici-
pating employees changing every two weeks.

time span, the pop-ups were closed automatically, and these unanswered re-

quests were saved as missed requests. The push system was realized by giving

the employees the opportunity to open the survey by themselves at any time.

To do so, a tray icon was integrated in the task bar of the operating system to

make it as easy as possible to open the survey and provide ratings. Again, if no

rating was submitted within a short time span, the survey window was closed

automatically.

Due to the huge number of employees working with the business application,

it was not applicable to let them all participate in the user study. The limitation

of the study access to a few employees participating over years was also not fea-

sible. The challenge was solved by running the study with changing groups of

participants. To achieve representative results, the tool automatically selected

user samples from the total population. For the calculation of the sample size a

con�dence level of 90 % and an accepted error of±5.5% was used, both de�ned

by the company. Each group was invited for a study period of two weeks. The

members of each group were only able to participate in the study during the

speci�ed two weeks, further referred as a study cycle. Hence, every two weeks

the group of participants changed. If an employee was not able or willing to par-

ticipate in the study, the tool o�ered a sign out functionality. Thus, no further

rating requests were sent to that user. Figure 4.3 depicts a schematic presentation

of the study conduction exemplary for three study cycles. The x-axis represents
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the time in weeks and the y-axis shows the groups of participants. In the fol-

lowing the process is described based on the transition of Cycle 1 to 2. Before

starting Cycle 2, the selected employees were informed about their participation

and instructions were provided. Details are presented in Section 3.4.2. During

the invitation phase, only members of the current active cycle (Cycle 1) were

able to rate the application’s performance. At the end of Cycle 1, the survey was

deactivated for members of Cycle 1 and activated for the second group. A short

report about the results of the completed cycle was sent to the participating

employees.

Monitoring Technical Parameters

The monitoring data was extracted from an external monitoring solution used

in the company. While monitoring solutions integrated into the application pro-

vide the capability to collect detailed traces of application parameters and im-

plemented operations [167], an external tool allows the investigation of the ap-

plication in a holistic manner by taking network and system-speci�c perfor-

mance factors into account. The monitoring data was measured with Dynatrace
3

Data Center Real User Monitoring (DC RUM). This tool uses a passive measure-

ment approach by simple collecting network tra�c from di�erent points in the

data center. The tra�c is mirrored at tra�c access points (TAPs) and switches

and send to agentless monitoring devices (AMDs) for further processing. These

devices extracts performance parameters related to the network, applications

servers, and data base servers, e.g., throughput and response times, from the

packets and �ows [168]. The parameters are associated with a transaction trig-

gered on the client side. Here, often a single application interaction results in

multiple associated operations in the application, further called transactions.

For example, loading a web page results in multiple XML calls and leads to mul-

tiple entries in the monitoring data. Due to the huge amount of data, the tool is

not capable of exporting the data for every single transaction. Instead, the data

3

www.dynatrace.com/; Accessed: August 1st

, 2020
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is aggregated by computing the mean of the values in intervals of �ve minutes

per transaction type per user. This also includes transactions that run in the

background or batch processes that are not necessarily triggered by the users.

Hence, performance issues of these transactions are not necessarily recogniz-

able by the users and thus, lead to noise in the data set. The performance of a

QoE model may su�er from such noisy data.

The exported monitoring data comprises 22 performance metrics and 9 sys-

tem related parameters. Here, values such as the total response time, the pro-

cessing time on the server, the delay for traversing the network, and the number

and size of the transferred packets, as well as �ags for di�erent types of errors

are included. System related parameters give general information about the sys-

tem, e.g., at which server the terminal client is running and which module or

component of the business application is used by the transaction. For a table

listing all parameters see Appendix C.

4.2.2 Data Set

The data set contains technical data and user ratings collected between mid-

November 2017 and mid-August 2019. Data from regular holidays, e.g., Christ-

mas, and days with incomplete technical monitoring data were removed from

the data set. Further, for the evaluation only core working times from 6.30 until

18.30 were considered. Due to a miscon�guration of the monitoring tool during

the �rst week of the analyzed time span, the technical data of this time span

contains multiple entries of the same transactions. Removing all these dupli-

cates was not possible due to the structure of the data. This additional noise can

be neglected as it a�ects only a small part of the data and thus, has no signi�-

cant impact on the evaluation. In total, the data set contains 70 651 831 entries

of technical data.

Regarding the quality assessments, two study cycles were excluded due to

technical issues with the survey tool. During the remaining 43 study cycles

4 433 employees participated in the study. Of those, 4 320 participants provided
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389 105 ratings via the pull approach and 28 632 ratings were collected with the

push approach from 3 207 users.

4.3 Analysis of User Behavior for Push and Pull
Systems

Learning a model to estimate the QoE based on objective metrics requires qual-

ity assessments from the users, e.g., collected in user studies. In this context, the

study design and the collection methodology might a�ect the view on the users’

perception and the relationship between the subjective and objective metrics.

Thus, a QoE model learned from pull-based QoE might di�er from a push-based

model. Such di�erences might originate from motivational factors, e.g., the con-

tinuity of providing ratings, and aspects related to the user behavior, e.g., re-

porting only performance issues with a self-motivated approach. This section

investigates di�erences of a pull and push system by comparing motivational

aspects, i.e., response rates and inter-arrival times of ratings, and di�erences in

the provided ratings, i.e., ration of positive and negative assessments. Based on

the results of these analyses, conclusions regarding the provided view on the

QoE are drawn.

4.3.1 Analysis of Users’ Motivation

One of the main di�erences between the pull- and push-based collection of user

ratings is that the pull approach calls the attention of the employees to the sur-

vey. In contrast, the push approach depends on the motivation of the employees

which may change over time. This might result in a decrease of response rates,

a�ecting not only the validity of results but also the representativeness. This

e�ect may occur within but also between the study cycles. A decreasing moti-

vation between study cycles may be caused by participating in multiple study

cycles. Due to the random selection of user groups per study cycle, 77.7 % of

the employees take part in more than one cycle in the long-term study. To in-
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vestigate changes in the motivation, the response rates of the invited groups of

employees are analyzed and compared for both pull and push-based systems.

A limitation of the study may result from using both systems in parallel lead-

ing to an unintended in�uence of the pull on the push system. For example, a

missed, but noticed pull request might result in a push rating later on. However,

only 4 % of the push ratings occur within 5 min after a missed pull request. As

it is unclear if this is caused by chance, this e�ect is neglected in the further

evaluations.

For the analysis, only users with at least two pull requests during a study cycle

are considered. This excludes users who sign out from the study after the �rst

rating request. For the remaining users, the response rate of the pull approach

is de�ned as the ratio of given ratings and all requested ratings including the

missed ones. The resulting response rate is on an hourly basis and considers

only time spans in which the users were logged in the system. The response rate

for ratings collected with the push approach is de�ned as the ratio of working

hours containing ratings and those hours, in which the users were logged in

the system but did not submit a rating. Again, log-in times are derived from the

monitored pull requests.

Starting with a comparison of the response rates per study cycle, a trend to-

ward decreasing rates can be observed over time. Indicated by a simple linear

regression the decrease of the response rates is larger for the pull approach than

for the push system. To further understand this e�ect, the response rate of the

participants during each study cycle is analyzed. Therefore, the response rate

for each day of a cycle is computed. While no evidence for a decrease of mo-

tivation when using the pull system is observable, there is a decrease in the

response rate of the push system during the two weeks of a cycle. This obser-

vation is supported by a strong, negative correlation (ρ = −0.964) between

the response rate and the day of the study cycle. Thus, the participation does

not only decrease between the study cycles, but also within the cycles. To eval-

uate the in�uence of participating in multiple study cycles, the response rates
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Figure 4.4: Mean of the response rate of employees participating in �ve study cycles
with 95 % con�dence intervals.

of consecutive study participations are evaluated. The analysis is limited to 678

employees who participated at least in �ve study cycles.

Figure 4.4 shows the average response rate of the �rst and the following four

participations with 95 % con�dence intervals. The left �gure presents rates ob-

served for the pull approach and results for the push-based system are shown

on the right. The number of participation is depicted on the x-axes and the

y-axes show the mean of the response rate. One should note that the scales

of the y-axes di�er for both systems. As assumed, the response rates decrease

for both approaches over time. The comparison of the rates for the pull system

shows that the rate is stable for the second participation and then starts to de-

crease, see Figure 4.4a. The signi�cance of the di�erences in the response rates

is established by Friedman’s test for repeated measurements (χ2(4) = 93.223,

p < 0.001). In contrast, the response rate observed for the push approach de-

creases immediately after the �rst participation and then stabilizes at a certain

level, see Figure 4.4b. By using Friedman’s test for repeated measurements the

signi�cance of the di�erences is established (χ2(4) = 256.99, p < 0.001). Rea-

sons for the stabilization of the rates might be running both systems in parallel.
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Requesting ratings with the pull approach keeps the employees’ attention on

the study. Thus, using a hybrid system might be the most e�cient approach to

collect self-motivated ratings on a long-term. By adapting the polling interval of

the pull system, decreases in the motivation to provide pull-based ratings might

be prevented. Here, adaptations of the polling interval of the pull system could

be a counteract on changes in the motivation to provide push-based ratings.

Regarding the decline in the motivation to provide pull-based ratings, it is

still unclear if the motivation will be continuously on the decline or if it will

level out at a certain response rate. If it decreases continuously, the average

rates can be predicted with a simple linear regression model learned from the

observed, average response rates of the study cycles. The study duration in terms

of number of conducted cycles accounts for 46.96 % of the variation in response

rates with a regression coe�cient of β = −1.36× 10−3
. By using the model, an

average response rate of 0.528 is computed for the last cycle of an one year study.

The rate declines to 0.387 after �ve years. This indicates that collecting pull-

based ratings from employees is possible for study periods of a few years, but

the analysis also highlights the importance of keeping participants motivated in

long-term studies.

4.3.2 Temporal Assessment of Rating Behavior

Proceeding from the motivational aspect, the rating frequency is also an impor-

tant factor when analyzing the view on the QoE derived from pull- and push-

based ratings. To investigate this temporal rating characteristic, the inter-arrival

times of the ratings from both systems are analyzed. Figure 4.5 shows the cumu-

lative distribution functions (CDFs) of the inter-arrival times of ratings arriving

in each system, both independent and dependent of individual users. The x-axis

presents the inter-arrival time of the ratings in minutes and the y-axis shows

the cumulative frequencies. Inter-arrival times of pull- and push-based ratings

are presented in brown and green, respectively. The temporal characteristic is
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Figure 4.5: Inter-arrival times of ratings arriving in the system independent and
dependent from the users.

analyzed from a global view on the system (dashed lines) as well as individually

for the users (solid line).

The user-independent inter-arrival time of pull ratings is short with a mean of

0.79 min and 99 % of the ratings have an inter-arrival time of less than 6 min. In

contrast, the mean inter-arrival time of user-independent push ratings is higher

with 8.35 min and the 99 % percentile is about 69.58 min. This shows, that pull

ratings arrive more frequent in the system than push ratings. The observation

is in line with the higher response rate discussed in Section 4.3.1.

By having a closer look at the user-dependent inter-arrival times, the indi-

vidual rating behavior of users who submit at least two ratings at the same

day is analyzed. This includes 4 103 employees using the pull system multiple

times a day, resulting in 239 983 inter-arrival times. The amount of users sub-

mitting multiple push ratings a day is lower with 1 401 employees and 10 435

inter-arrival times.
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Self-motivated ratings occur more often within a shorter time interval than

pull ratings, indicated by the solid, green curve which is located to the left of

the solid, brown curve of pull inter-arrival times. About 13 % of the push ratings

occur within 1 min after another rating. In contrast, the shape of the CDF of

pull rating arrivals is nearly linear within a time span of 15 min to 120 min. This

behavior is caused by the con�guration of the pull system to collect ratings

uniformly random once per hour.

A further analysis of limitations of the results due to running the push and

pull system in parallel, brings an unexpected phenomenon to light. 4 % of the

push ratings occur within a distance of one minute after an answered pull rating.

Reasons may be the intention to correct a given rating or to add an additional

reason for the pull rating. Hence, these ratings are excluded from the further

evaluation in this chapter.

Overall, the evaluation of the rating frequencies con�rms that the pull ratings

provide a continuous view on the perceived quality of a user, while push ratings

give a more concentrated, detailed view on short time scales. Thus, building

a QoE model from push-based ratings is more sensitive towards performance

changes and issues on a short-term. In contrast, the pull-based QoE model is less

a�ected from �uctuations and allows the prediction of the QoE in a more holis-

tic and representative manner. In both cases, building a representative model

for the enterprise application requires the aggregation of the individual ratings.

Due to the temporal characteristic and the sensitivity regarding �uctuations in

the application performance, the push-based ratings should be aggregated on a

short time intervals, e.g., hours. Otherwise, the temporal e�ects might be aver-

aged out or the QoE might be dominated by these �uctuations. To predict the

QoE on larger time scales, a model learned from the pull-based ratings is more

suitable. These ratings are less prone of short-term �uctuations.
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Figure 4.6: Deviation from average share of unsatis�ed ratings.

4.3.3 Analysis of Rating Opinions

As the users’ opinion derived from the ratings may di�er between the ap-

proaches, the share of negative ratings is analyzed. While only 17.9 % of all gath-

ered pull ratings are negative, the share of unsatis�ed push ratings is higher with

about 88.7 %. Other than expected, the employees use the rating tool not only to

report performance issues. However, the trend toward a complaint tool cannot

be denied. Reasons for that may be that users are more motivated to report per-

formance issues than stating that everything works �ne. An indicator for this

hypothesis is the decreasing response rate during the study cycles observed for

the push system. To establish the hypothesis, the changes in the push rating

behavior are evaluated with respect to the share of unsatis�ed responses dur-

ing each study cycle. The evaluation is based on the activity of the participants,

meaning that each day with at least one push or pull rating is classi�ed as an ac-

tive day for that user. This allows to compute the share of negative push ratings

per active day for all users.

Figure 4.6 shows the mean deviation of the unsatis�ed share from the mean

share of unsatis�ed ratings per cycle including 95 % con�dence intervals. On the
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�rst two active days, the mean deviation is negative, meaning that more satis-

�ed ratings arrive than on average. On the third day, the share is nearly equal

to the average share of negative ratings of the cycles. Day four to ten deviates

positively with a higher share of negative responses than on average. The sig-

ni�cance of the di�erences in the deviation is revealed by Friedman’s test for

repeated measurements (χ2(9) = 92.827, p < 0.001). A pairwise comparison

using Nemenyi’s multiple comparison test with Bonferroni-Holm correction re-

veals that the share of unsatis�ed ratings is signi�cantly lower on the �rst and

second active day than on all other active days (p < 0.01). The average behav-

ior on the other days does not di�er signi�cantly (p > 0.05). This results cor-

roborate the assumption that the motivation to provide satis�ed push ratings

decreases over time. Running cycles with a duration of more than two weeks

would converge the push approach to a pure complaint system.

Regarding the answers about a�ected system components given in the second

step of the survey, the behavior of the participants also di�ers. Users gave more

speci�c feedback about the a�ected system components while using the push

approach. Here, the option other was less often selected (push: 9 %, pull: 28 %). A

chi-squared test establishes that the distributions of the selected reasons di�er

signi�cantly (χ2(6) = 3 266.2, p < 0.001).

To sum up, with a decreasing motivation to provide positive push ratings, the

self-motivated ratings converge towards a complaint system. However, the push

approach provides a more speci�c understanding of negative ratings than the

pull approach. If employees are motivated to rate the performance, their ratings

occur often in short time spans, leading to a detailed but spotty view on the QoE.

In contrast, the view on the users’ QoE with pull ratings is more steady, but also

coarser-grained per user.
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4.4 QoE Modeling Based on Requested �ality
Assessments (Pull Approach)

In this section, the correlations between user-provided ratings collected with

the pull approach and objective metrics are analyzed. By leveraging the results

of the correlation analysis a threshold-based model is designed and evaluated.

This model is capable of estimating user satisfaction levels based on response

time measurements while considering noise and inaccuracies caused by mea-

surements in real-world deployments.

4.4.1 Correlation Analysis

This section focuses �rst on the correlation between QoE and QoS data aggre-

gated on di�erent levels. For the found correlations, side e�ects on the user’s

perception, i.e., seasonal e�ects and expectations resulting from working in dif-

ferent areas of the business, are evaluated.

Relationship between Pull Ratings and Performance Parameters

For estimating the QoE of the employees based on objective metrics, techni-

cal performance parameters which are most related to the user’s perception of

the application’s quality need to be identi�ed. Collecting ratings with the pull

approach makes it di�cult to map performance parameters and user-provided

ratings. As the pull-based ratings were requested independently from the em-

ployees’ interaction with the application, it is unclear which previous interac-

tions lead to a speci�c assessment. Further, the analysis of the data on a per-user

level was not allowed due to privacy policies of the company. To solve these

challenges, the data is aggregated across users on two levels – per hour and per

day. To do so, six descriptive statistics, i.e., mean, median, minimum, maximum,

10 %-, and 90 %-percentile, are used for aggregating each technical parameter

contained in the performance data. The aggregation of the quality ratings is

done by computing the share of satis�ed ratings per day and per hour. Then
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Pearson’s correlation coe�cient is computed for the user-independent share of

positive pull-based ratings and all aggregated performance parameters, e.g., to-

tal response time, server processing time, network delays, number and size of

packets. The evaluation is limited to days and hours each containing ratings

collected from at least 25 di�erent employees.

Despite the aggregation of the data and the varying time intervals between

consecutive pull ratings, a signi�cant negative correlation for two parameters,

i.e., the mean total response time and the mean server processing time, can be

observed. A negative correlation means that short average response times and

server processing times lead to more satis�ed ratings. The correlation coe�cient

for the mean total response time on a daily aggregation level is −0.46 and −0.36

on an hourly basis with p < 0.001. Nearly identical values are observed for the

average server processing time. An explanation of this observation is a strong

correlation between these two parameters (Pearson: 0.99), because the response

time, composed of network delay, server processing time, idle time and other

delays, is dominated by the server processing time. Although signi�cant corre-

lations are visible for some of the other parameters, e.g., the maximum amount of

bytes sent by the server with a coe�cient of −0.22, these correlations are consid-

erably smaller. This supports the conclusion, that regarding system-related fac-

tors the QoE is mainly impacted by the waiting time. The total response time of

the application is the technical parameter which approximates this waiting time

the best. Observing the strongest correlation for the mean of the response time

might be unexpected when considering known e�ects, such as the peak-end ef-

fect, while rating the quality after multiple interactions with an application. The

peak-end e�ect describes the assessment of an experience mainly based on its

peak and end, instead of judging it based on every moment [169]. However, such

an e�ect is not visible in the correlations of parameters representing peaks in

the total response time, e.g., 10 %- and 90 %-percentiles. Reasons for this absence

might be the aggregation of the data, which might blur such e�ects. Hence, the

further analysis in this section focus solely on the average total response time

of the enterprise application.
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Figure 4.7: Correlation of pull ratings and response times aggregated each per hour
and per day.

Having a closer look at the results for the daily and the hourly based aggre-

gation, the correlation on an hourly basis is weaker. A reason for this e�ect

might be that aggregating the measurements per hour results in fewer samples

per aggregation interval and therefore, a larger overall variation. The variation

is visualized for the mean total response time in Figure 4.7. The �gure shows

the aggregated average times on the y-axis and the share of positive ratings on

the x-axis. The scales on the axes are normalized since the absolute values are

restricted to company-internal use only.

Comparing the upper and lower scatter plot, showing the aggregation per day

and per hour, respectively, the higher degree of dispersion is clearly visible. The

higher variance e�ects also the �t of the linear model represented by the dashed

line. The model explains more variation in the share of positive ratings on a daily

basis (F (1, 396) = 106.7, p < 0.001, adjusted R2 = 0.210) than on an hourly
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aggregation level (F (1, 3 841) = 580.8, p < 0.001, adjusted R2 = 0.131).

Hence, due to the lower correlation, the larger variation, and the fewer sam-

ples in the context of hourly aggregation, which might also a�ect the represen-

tativeness of the results, the further evaluation focuses on the data aggregated

per day.

Additional Influence Factors on the QoE

The found correlation for the average daily response time and the share of

positive pull ratings may su�er from ratings that are a�ected by system-

independent, and -dependent side e�ects. System independent factors might be

seasonal e�ects such as vacation times. During vacation times more employ-

ees are absent from work. This might have a positive or negative e�ect on the

QoE. On the one hand, a smaller number of users may result in less system

load and thus, the system is faster and the employees are more satis�ed. On the

other hand, it may lead to a higher workload and more stress for the remaining

employees which might a�ect the perception of these users negatively. Factors

related to the system or application might be changes in the regular system be-

havior caused by, for example, software updates, releases of new software ver-

sions, or changes in the IT infrastructure. Due to such changes the response

times are no longer comparable within the whole study period of 1.5 years.

Changes in the system behavior might also a�ect the expectations of the em-

ployees. Furthermore, working on di�erent tasks and using di�erent modules

and components might be relevant as well. The application performance might

depend on used components, e.g., functionality for customer services or sales,

and thus, the expectations and perceived performance di�er between groups

of employees. Especially, task characteristics, e.g., complexity and completion

length, in combination with the employees’ expectations might a�ect the toler-

ance of waiting times [99]. To evaluate these aspects, e�ects caused by vacation

times are analyzed. Then the in�uence of system changes are investigated and

�nally, di�erences in the perception of employees from three areas of the com-

pany are discussed.
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Table 4.1: Correlations between the share of positive pull ratings and average total
response times monitored for the same version of the application.

Period Correlation coe�cient

Mid-Nov. 2017 – mid-Dec. 2017 −0.69*

Mid-Dec. 2017 – mid-Jun. 2018 −0.64***

Mid-Jun. 2018 – mid-Dec. 2018 −0.23

Mid-Dec. 2018 – mid-Jun. 2019 −0.58***

Mid-Jun. 2019 – mid-Aug. 2019 −0.66*

* p < 0.05, ** p < 0.01, *** p < 0.001

To evaluate the hypothesis of seasonal side e�ects, the correlation between

the user-provided pull ratings and the daily average total response times is in-

vestigated while excluding data collected during times of school vacations. This

results in a slightly stronger, signi�cant negative correlation (Pearson: −0.48,

p < 0.001). This indicates that there are small e�ects caused by vacation times.

To prevent even such small e�ects, the data collected during vacation times are

removed from the data set for the further evaluation of other in�uence factors.

Regarding the hypothesis of in�uences due to changes in the system behavior,

information about software releases provided by the company are considered.

The software releases take place semi-annual. Thus, Pearson’s correlation coef-

�cients are determined for data collected from the same software version.

The correlation coe�cients are shown in Table 4.1. Considering e�ects caused

by releases of new software versions strengthens the correlations for all time in-

tervals except one half-year (mid-June to mid-December 2018). During this time

span, on some days the employees are satis�ed even if high response times are

measured and on other days fast response times lead to a large amount of nega-

tive ratings. Reasons for this observation might be changes in working processes

and interfaces which are not re�ected by the monitoring data. Further, an overall

speed up of the application due to a software update might lead to better rat-

ings in the �rst days after the update. Then, the expectations of the employees

might adjust to the faster system behavior. Now, slower response times which
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Figure 4.8: Normalized mean of daily response times including 95 % con�dence in-
tervals for three groups of employees working in di�erent working �elds.

were former perceived as fast enough might lead to a larger amount of negative

ratings.

The in�uence of working in di�erent �elds is evaluated by analyzing the rela-

tionship of the user-provided ratings and the average total response time per day

for employees from three business areas, e.g., sales and costumer services. First,

the system behavior in terms of average response times measured for these em-

ployees are compared. The evaluation focuses on the three half-years between

mid-December 2017 and mid-June 2019.

Figure 4.8 shows the average daily response time including 95 % con�dence

intervals. Again, the response times are normalized on the y-axis. The x-axis

depicts the three business areas, further called working groups. The di�erent

colors de�ne the three half-years. Comparing the working groups, the average

response times di�er signi�cantly. For Group 2 the slowest average response

times are observed, for Group 3 the fasted, and Group 1 lies between. By con-

sidering the con�dence intervals, this observation for Group 1 is only signi�cant
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for response times measured in the last half-year of the study period. Reasons

for the di�erences in the response time might be caused by the characteristics of

the working processes. Further, the amount of processed data might be an expla-

nation. This aspect would explain the slightly increased average response times

for Group 2 when comparing the three half-years. This group works mainly in

the area of customer service. The amount of data associated with customers in-

creases over time and thus, time needed to process the historical data lead to

additional delays.

Next, the in�uence of the observed di�erences in the system behavior on the

satisfaction of three working groups are evaluated. Due to the privacy policies

of the company which prohibit the analysis of data provided by individual users

the following user-independent metric for satisfaction is de�ned. The system

performance is assessed based on the aggregation of all ratings collected during

a day. Thus, users are considered to be satis�ed if a signi�cant daily share of

positive performance assessments is observed. In this work, a minimum value

of 80 % positive ratings is used. This means the application performance is con-

sidered to be good if a share of at least 80 % positive pull-based ratings are pro-

vided during a day. The value was de�ned by the cooperating company, but can

be adapted to re�ect the preferences and speci�c characteristics of other busi-

nesses. Based on this de�nition, the average response time of days with a good

and bad application performance is compared for the working groups. Here,

only days with ratings provided by at least ten participants of the same group

are considered.

Figure 4.9 shows the normalized average response time per day including 95 %

con�dence intervals. The response times for the three half-years are vertically

stacked and values for good and bad performance are depicted in di�erent col-

ors. Regarding the results, three observations can be made. First, good applica-

tion performance depends on the response time experienced usually by the em-

ployees. Employees of Group 1 and 2 are used to slower average response times,

see Figure 4.8, hence, they are satis�ed with longer waiting times compared to

Group 3. Second, changes in the system behavior lead to changes in the expec-
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Figure 4.9: Normalized mean of daily response times including 95 % con�dence in-
tervals separated by days with good and bad application performance
for three working groups.

tations and perception of the employees. This e�ect is seen for Group 1 when

comparing the mean total response time associated with a good application per-

formance measured in the �rst and third half-year. Third, for some time spans

the mean response time does not di�er for good and bad performance. This

phenomenon is especially true for the second half-year. Here, the con�dence

intervals overlap for all groups. A similar e�ect can be observed for the percep-

tion of Group 2 during the �rst half-year. This behavior was expected based on

the results from the correlation analysis independent from the working groups.

The observation is also supported by the Pearson correlations between the av-

erage total response time and the share of positive ratings per day, presented in

Table 4.2.
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Table 4.2: Correlation between normalized share of positive pull ratings and nor-
malized average response times.

Period Field of work

1 2 3

Mid-Dec. 2017 – mid-Jun. 2018 −0.47*** −0.25** −0.76***

Mid-Jun. 2018 – mid-Dec. 2018 −0.22 −0.02 −0.31*

Mid-Dec. 2018 – mid-Jun. 2019 −0.48*** −0.60*** −0.58***

* p < 0.05, ** p < 0.01, *** p < 0.001

For Group 2 the correlation coe�cients of the �rst two study periods are

small. A similar, but less strong, e�ect is seen for the other two groups for the

second half-year of the study. This indicates, once more, that there are additional

in�uence factors, not covered by the monitoring data, especially for Group 2.

To sum up, the correlation analysis showed a signi�cant negative correla-

tion between the average total response time and the user-independent share

of positive ratings. These correlations were larger when taking seasonal e�ects

and changes in the system behavior into account. Especially, the consideration

of changes in the system behavior improved the correlation signi�cantly. The

analysis also revealed that working on di�erent tasks which require di�erent

parts of the application a�ects the perception of the users. This e�ect might

result from di�erences in the system behavior, but also expectations about the

application behavior might play an important role. Furthermore, the expecta-

tion and thus, the perception of the users adapt to changes in the system behav-

ior. Thus, considering such additional in�uence factors might result in a better

foundation for developing an estimation model capable of leveraging correla-

tions. However, even if such side e�ects are considered, a perfect correlation is

not possible due to the fact that measurements in real-world deployments can

be subject to noise and measurement inaccuracies.
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4.4.2 Threshold-Based Model

From the perspective of the provider of the business application or the employer,

the goal is to �nd a threshold for the mean total response time which indicates

whether the employees are satis�ed or unsatis�ed. The de�nition of a good ap-

plication performance (good QoE) is, again, a share of positive ratings of at least

80 % per day. This leads to a binary classi�cation problem. Based on the aver-

age daily response time and the threshold the model classi�es the performance

as good or bad. Days with average response times below the threshold are la-

beled with a good, satisfying performance, days with measured times above the

threshold are classi�ed as bad performance days. However, measurement inac-

curacies, noise, and the data aggregation can have a negative e�ect on the clas-

si�cation performance of models that rely on a single response time threshold,

especially for response times near this threshold. Hence, a model that features

two bounds and excludes a subset of the data in order to increase the accuracy

on the remaining data is proposed. In particular, applying the two bounds to a

given day leads to one of three cases. First, days on which the mean response

time is above the upper response time threshold are classi�ed as days with a

low application performance and thus, low user satisfaction. In an analogous

fashion, days having a mean response time lower than the lower threshold are

expected to have a high user satisfaction. Finally, no reliable classi�cation can

be performed on days on which the mean response time falls between the two

thresholds. By choosing combinations of thresholds that are appropriate for the

given use case, it is possible to balance the accuracy increase on the data ly-

ing outside of the interval against the size of the area in which no statement

can be made regarding the user satisfaction. This results in a trade-o� between

the fraction of data for which no reliable estimation is possible and the gains in

terms of accuracy.

By using data collected during the �rst half-year of the study period, the trade-

o� is quanti�ed. To minimize seasonal side e�ects times of school vacations

are excluded from the data set. In addition, using only data collected from the
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same software version minimizes e�ects resulting from changes in the system

behavior.

As the data set is highly imbalanced concerning the amount of days with

a share of positive ratings above or below 80 %, the balanced accuracy for the

evaluation of the thresholds is applied. The balanced accuracy is computed as

the average of the true positive rate (recall or sensitivity) and the true nega-

tive rate (speci�city). The identi�cation of appropriate thresholds is done on the

data measured during the �rst two month of the study (end of November 2017

until end of January 2018). For all possible combinations of upper and lower

bounds, the trade-o�s between the width of the interval that is covered by the

two bounds, the resulting fraction of measurement data that can not be classi-

�ed in a reliable fashion, and the balanced accuracy in the remaining data set

is analyzed. To this end, combinations that are Pareto optimal with respect to

these three characteristics are determined. This means that there are no alter-

native combinations that are at least as good with respect to all characteristics

and strictly better with respect to at least one.

Figure 4.10 displays these trade-o�s. While the x-axis denotes the fraction of

measurement data that is excluded from the classi�cation, the y-axis represents

the balanced accuracy that is achieved in the data set resulting from the cor-

responding combination of upper and lower bounds. Furthermore, the size of

individual points is proportional to the width of the respective interval. Three

main observations can be made. First, there is a high correlation between the

interval width and the share of excluded data points (Pearson: 0.95). This behav-

ior is in line with the expectation that a wider interval leads to a larger fraction

of covered data. Second, when using an interval width of 0, the two-threshold

model degenerates to a single-threshold model. Consequently, none of the data

is excluded and the �uctuations in the measurements have the largest impact,

leading to the lowest accuracy. This constellation is represented by the bottom

left point. The corresponding threshold is about 826 ms with a balanced accu-

racy of 0.82. Finally, several gaps and plateaus can be observed in the Pareto

frontier. These re�ect trade-o�s in which a signi�cant amount of accuracy can
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Figure 4.10: Pareto comparison of trade-o�s resulting from di�erent combinations
of lower and upper bounds.

be gained for few excluded samples. For example, excluding 18 % of data results

in a more than 10 % increase in terms of accuracy.

Given the accuracy requirement of 90 % which is provided by the cooperating

company, the Pareto analysis from Figure 4.10 can be utilized to identify viable

thresholds. These cover the interval ranging from 790 ms to 938 ms. It is worth

noting that these thresholds are in the same order of magnitude as those iden-

ti�ed in [170]. Although the context of the latter is on mobile applications that

are used in daily life and a di�erent mechanism is utilized for deriving QoE es-

timations, further investigations might identify a general underlying principle.

To validate the applicability of the thresholds over time, the identi�ed thresh-

olds with 90 % balanced accuracy are applied for data collected in the time period

starting from February to mid-June 2018. Figure 4.11 shows the results of pre-

dicting days with good QoE indicated by at least 80 % positive quality ratings.

The mean total response time per day is depicted on the y-axis and the share

of satis�ed ratings is shown on the x-axis. The vertical dashed line represents
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Figure 4.11: Performance of pull-based two-threshold model for data collected be-
tween February and mid-June 2018.

the 80 % threshold distinguishing between good and bad QoE. The upper and

lower bounds are drawn as solid lines. Points in light colors represent correct

classi�ed days, dark colors highlight cases of misclassi�cation.

Overall, for 18.3 % of the data no estimation is possible, as the data is cov-

ered by the threshold. This share is slightly higher than for the period between

end-November 2017 and end-January 2018. Regarding the accuracy, the thresh-

olds work very well for the class of good QoE with an accuracy of about 0.99.

However, both days with a bad QoE which are not excluded from the estimation

are classi�ed incorrect, leading to a low balanced accuracy. Even if the thresh-

olds are still applicable with an outstanding accuracy for the good QoE class,

considering temporal changes in the measured response time would lead to bet-

ter results in terms of balanced accuracy and amount of excluded data. Such

time-dependent in�uence factors can be considered by using a sliding window

approach for adapting the thresholds over time. As task-dependent factors also
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play an important role, building individual threshold-models for the di�erent

working �elds in the company might also improve the model performance. Nev-

ertheless, the developed two-threshold-based model is a practicable strategy to

predict the QoE based on noisy data collected in uncontrolled environments.

4.5 QoE Modeling Based on Self-motivated �ality
Assessments (Push Approach)

This section focuses on modeling the QoE based on self-motivated ratings. The

self-motivated quality ratings are collected with the push system, which runs

in parallel to the pull approach. Due to the characteristics of self-motivated rat-

ings, such a model allows the estimation of the perceived quality of performance

�uctuations on shorter time scales than the pull-based model.

For identifying relevant performance parameters, the correlations between

the self-motivated quality ratings and technical parameters are analyzed on

di�erent aggregation levels. Based on the results of this analysis, a machine

learning-based model is developed to predict the QoE on a binary scale. Further,

the performance of the model is evaluated and compared with the performance

of the two-threshold-based approach.

4.5.1 Correlation Analysis between Self-motivated
Ratings and Objective Metrics

First of all, the correlations between ratings collected with pull requests and

push approach aggregated per day are investigated. This analysis is limited to

days with at least ten ratings gathered with each approach. Considering Spear-

man’s rank correlation ρ between the daily share of negative ratings from both

approaches, a signi�cant positive correlation ρ = 0.433 can be observed. Sup-

porting the hypothesis that the employees use the push approach similar to a

complaint system, the correlation can be increased to ρ = 0.592 by interpret-

ing hours without any push rating as time slots where the users were satis�ed.
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Here, only time slots with pull assessments are considered to guarantee that the

participants were able to submit ratings. The larger correlation suggests that,

in contrast to the pull approach, the evaluation of the push approach should

focus on the negative ratings, which might point to annoying or unacceptable

performance of the enterprise application.

For the investigation of relationships between the technical data and self-

motivated negative push ratings on di�erent levels of aggregation, the perfor-

mance data of di�erent transaction types measured during the same interval

of 5 min for each user is aggregated. Again, for the aggregation six descriptive

statistics – mean, median, minimum, maximum, 10 %-, and 90 %-percentile – are

used. Regarding the quality assessments, each 5 min interval is marked if a neg-

ative push rating was given by the user. The correlation between these Boolean

indicators whether a negative push rating was given and the performance met-

rics is analyzed by using the point-biserial correlation coe�cient. The result-

ing correlation coe�cients for the technical parameters are all close to 0. The

highest correlations can be observed for the mean of the maximum server pro-

cessing time, however, the correlation is negligible (ρ = 0.017), whereas the

correlations to the other technical parameters are even closer to zero. As the

correlations are so low, which was expected, the technical data and rating data

is aggregated into intervals of one hour. When considering these 5 433 aggre-

gated intervals, the highest correlations can be observed for the mean of the

minimum server processing time. It has a signi�cant positive correlation to the

share of unsatis�ed users (ρ = 0.384), while other typical technical parameters,

such as the mean of the total response time (ρ = 0.282), show a lower corre-

lation. Due to the characteristics of the push-based approach, which includes

short inter-arrival times (cf. Section 4.3.2), the data is not aggregated further to

not lose or average out the temporal proximity of system performance and sub-

mitted push ratings. The relatively small correlation is similar to the �ndings

for the pull ratings, an indicator that there are additional e�ects which are not

covered by the technical data.

158



4.5 QoE Modeling Based on Self-motivated Quality Assessments (Push Approach)

4.5.2 QoE Models

As the two-threshold-based modeling approach was successfully applied to es-

timate the QoE based on pull-based ratings, �rst, a similar model is developed

for the push approach. Second, a machine learning-based model using multiple

technical parameters to predict the QoE is introduced and evaluated.

Threshold-based QoE Model

Due to the similarity of the push approach to a complaint system, the two-

threshold-based model for the self-motivated case focuses on the negative rat-

ings. Thus, the application performance is de�ned by the relative number of

unsatis�ed users within one hour. The target threshold to distinguish an hour

with a good application performance from hours with bad performance is set

to 5 % of the users. This means, the performance of the enterprise application

is considered to be bad if more than 5 % of the currently active users submit a

negative push rating. Again, this value can be adapted to re�ect the preferences

and speci�c characteristics of other business domains and applications.

Similar to the pull-based model, the two thresholds are �tted to the mean to-

tal response time considering the trade-o� between the data excluded from the

prediction and the accuracy for both classes. This means, the balanced accuracy

for both classes shall be maximized, and the number of hours that cannot be

classi�ed, i.e., intervals whose technical parameter lies in between the thresh-

olds, shall be minimized. Even if a stronger correlation between the minimum

server processing time and the user ratings is observed, the model is based on

the mean of the total response time of the application. This allows a comparison

of the thresholds and models based on pulled and pushed ratings.

When �tting the model to the data and optimizing for balanced accuracy in

the �rst place, the two thresholds fall to the same value, which obviously also

optimizes the second criterion. The resulting threshold resides at a mean total

response time of 900 ms with a balanced accuracy of 0.67. The overall accuracy
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is about 0.81 with corresponding per-class accuracy values at 0.84 (good QoE)

and 0.51 (bad QoE).

Comparing these results to the model for pull-based QoE estimation, thresh-

olds for bad application performance are at a similar scale despite the di�erent

aggregation levels. The less strict bound for good QoE in case of the QoE based

on self-motivated ratings (900 ms vs 790 ms) leads to more false positives and

thus, a lower model performance. Due to the aggregation on shorter intervals,

relying a model only on the response time might not totally re�ect the per-

ception of the users regarding the waiting time. Instead considering multiple

technical parameters with a machine learning-based approach might improve

the prediction accuracy.

Machine Learning-based QoE Model

To develop machine learning-based models for the data of the enterprise appli-

cation, a Python-based Scikit-learn
4

pipeline is used. The feature set contained

in total 75 parameters. Of those, 72 parameters are objective metrics from the

monitoring data. These metrics include the total response time, the server pro-

cessing time, the number of sent bytes from the client and server and a Boolean

indicating if an error occurred for two types of errors. The measured values

are aggregated for all types of transactions and for the 20 most frequently used

transactions by using six descriptive statistics. In addition to these parameters,

three additional features are added as indications for the overall system load.

These comprise the total number of transactions and top 20 transactions, as

well as the number of actively working participants in an interval.

First, the 5 433 one hour intervals are randomly split into a training set of 80 %

of the data, and a test set of 20 % of the data. As the class distribution (good/bad

QoE) is very imbalanced, the training data were upsampled to reach an equal

number of instances per class. Several feature subsets, machine learning algo-

rithms, e.g., support vector machine, random forest, and k-nearest neighbors,

4

https://scikit-learn.org/stable/; Accessed: August 1st

, 2020
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and hyperparameters were tested with a 3-fold cross-validation on the training

set to select the best features, model, and model parameters. The best perform-

ing model is a Gradient Boosting Classi�er with 200 regression trees using 50

of the 75 features. Its performance was tested on the test set of 1 087 intervals.

Here, the prediction accuracy of the good QoE class (1 014 intervals), which is

also the recall, is 0.92. The precision is 0.96, which gives an F1-score of 0.94.

For the minority class (bad QoE, 73 intervals), the precision is 0.31, the accura-

cy/recall is 0.53, and the F1-score is 0.40. Thus, the performance of the machine

learning-based model is better than the threshold-based model, reaching better

per-class accuracy values, a better balanced accuracy of 0.73, and a better overall

accuracy of 0.89.

Figure 4.12 visualizes the performance of both the threshold-based and the

machine learning-based model on the test set. The x-axis shows the share of un-

satis�ed users including the QoE threshold at 5 % (dashed line), while the y-axis

shows the mean total response time. Light green and light brown colored dots

indicate correct estimations of good or bad QoE, respectively. Dark colors indi-

cate wrong estimation, namely, false positives (dark green) and false negatives

(dark brown). In Figure 4.12a, it can be seen that the threshold-based model sep-

arates the data horizontally. All intervals, which lie in the top-left sector are false

negatives, erroneously classi�ed as intervals with bad QoE. Diagonally opposite

are the false positives, which are classi�ed as intervals with good QoE although

they have more than 5 % of users, which submitted negative push ratings.

In Figure 4.12b, it can be seen that the machine learning-based model over-

all performs better, which is expected as it is not limited to a single technical

parameter. This is especially evident in the good QoE case, where almost all in-

tervals are correctly classi�ed. Moreover, it can be seen that the performance is

also good for high mean total response times. Only in case this technical para-

meter is low, the model loses a lot of its discriminative power, and misclassi�es

several intervals into false positives. An important observation is that many of

these intervals have very low values of the technical parameters, i.e., an objec-

tively fast performance of the enterprise system. This suggests that, in these
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Figure 4.12: Performance of push-based QoE models on test set.
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cases, possibly the technical system was not (only) responsible for the negative

push ratings, but maybe other work-related issues triggered the ratings.

To sum up, both the threshold- and the machine learning-based model al-

low to map the self-motivated push ratings onto QoE. As the threshold-based

model only considers a single technical parameter, its decision boundary intro-

duces a lot of false positive and false negative classi�cations. In contrast, the

machine learning-based QoE model uses all technical parameters, and conse-

quently, can signi�cantly reduce the false negatives. However, due to the class

imbalance and possibly other non-technical issues, which are not captured by

the measured data, the performance on the bad QoE class is lower than on the

good QoE class. Thus, it was shown that it is also possible for the push-based ap-

proach to estimate the QoE both with simple threshold-based and more complex

machine learning-based models. Again, including additional features, related to

characteristics of the �eld of work, might improve the model performance.

4.6 Lessons Learned

This chapter focused on the estimation of the QoE of enterprise applications

based on real-world monitoring data which might be subject to measurement

inaccuracies. The QoE derived from pull and push-based ratings served as a

foundation for the QoE model. In this context, the approaches for collecting user

ratings were analyzed and compared regarding the provided view on the QoE.

For both approaches, the relationship between the QoE and multiple technical

parameters aggregated on di�erent levels was investigated. Especially for the

ratings collected with the traditional pull approach, additional in�uence factors

on the QoE were taken into account. Finally, based on the results of the cor-

relation analyses a two-threshold-based model estimating the pull-based QoE

as well as a machine learning-based model for the self-motivated ratings was

developed and evaluated. The data for the analyses and evaluations originate

from a large user study conducted during a period of 1.5 years in a cooperating

company.
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The research questions, derived from gaps in the literature as outlined in Sec-

tion 4.1, were answered as follows. Section 4.3 focused on the question about

di�erences in the QoE derived from ratings collected with the traditional pull

approach and the self-motivated push system. The analysis of the rating char-

acteristics showed that the pull-based approach led to a continuous, but coarse-

grained view on the QoE of the employees. Despite observable decreases in the

motivation, the results remained stable and representative for 1.5 years. This

demonstrates the capability to monitor the QoE on a long-term with the pull-

based approach. Building a QoE model from pull-based assessments allows the

prediction of the QoE on larger time scales, e.g., days, due to the lower rating

frequency. Such a model can be used to estimate the perceived quality of the ap-

plication performance in a holistic and representative manner. In contrast, the

self-motivated ratings provided a more detailed, but spotty view on the QoE.

Further, the usage of push-based system converged toward a pure complaint

system, due to a loss of motivation to provide positive feedback on the applica-

tion performance. Hence, a QoE model built from self-motivated ratings should

focus on negative ratings. Due to the spotty characteristic of the ratings, such a

QoE model is more sensitive to short-term �uctuations in the application per-

formance. The model can be used to predict the QoE on shorter time scales,

e.g., hours, than a pull-based model. However, collecting self-motivated ratings

for learning or retraining a model should be done either in user studies with a

reasonable duration or with a hybrid pull- and push-based system to prevent

decreases in the motivation to provide complaints.

Section 4.4 addressed the questions and challenges related to estimating the

pull-based QoE. Here, questions such as the presence of relations between pull-

based ratings and technical parameters were answered with respect to addi-

tional in�uence factors on the employees’ perception. The analysis gives evi-

dence about the presence of a signi�cant negative correlation between the daily

share of positive ratings and the average daily total response time of the applica-

tion. It highlighted the in�uence of changes in the system behavior and working

in di�erent parts of the business on the expectations of the employees and thus,
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on the QoE. However, due to variances in the monitoring data a perfect corre-

lation between the ratings and the performance parameters was not found. To

handle these variances, a two-threshold-based QoE model was developed. By

excluding data covered by the two thresholds, noise, inaccurate measurements,

and artifacts caused by data aggregation were taken into account. This approach

led to a trade-o� between the amount of excluded data and an improvement of

the prediction accuracy. The performance evaluation of the model also showed

the importance of considering temporal changes in the technical data as well as

changes in the tolerance of the users. This aspect is even more relevant when

estimating the QoE of business applications as the users work with the appli-

cation every day over years. Even if the identi�ed thresholds are individual for

the speci�c business application, the proposed two-threshold-based model is a

generic approach, applicable for web- or network-based applications or services

in enterprise environments.

Section 4.5 covered the research questions about relations between self-

motivated ratings and objective metrics and about the possibility to estimate

the QoE deduced from these ratings. The weaker correlations between the user

satisfaction and the performance parameters revealed that the ratings were not

only triggered by slow response times of the application. Instead, other perfor-

mance parameters as well as non-technical factors might be relevant and should

be considered when modeling the QoE. By focusing on the unsatis�ed ratings,

a machine learning-based model is trained on multiple performance related fea-

tures. This model outperformed the threshold-based approach and proofed the

possibility to predict the QoE based on self-motivated ratings. However, the per-

formance evaluation also exposed that the model accuracy su�ered from cases

with good performance values, e.g., low response times, in combination with

a high share of unsatis�ed users. This again indicated that there were addi-

tional in�uence factors on the QoE, which were not included in the technical

data. Considering non-technical in�uence factors seems to be even more rel-

evant when using the self-motivated approach. The user’s tolerance threshold

towards performance issues might depend on contextual factors and individual
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4 Towards Estimating QoE of Enterprise Applications

user characteristics. Including these aspects in the model, e.g., in terms of the

�eld of work, or building individual models might be a promising approach to

improve the model accuracy in future work.
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5 Conclusion

Today, daily life is shaped by the use of technological achievements. This on-

going trend covers leisure time activities but also the everyday work and led

to a rethinking of service and application providers. Providers broadened their

focus from pure Quality of Service (QoS) oriented management processes to

user-centric concepts such as the concept of Quality of Experience (QoE). Fol-

lowing this strategy, QoE models are used to predict the performance quality as

perceived by the users based on objective performance metrics of the applica-

tion. Considering the satisfaction of the users with the application’s quality is

even more relevant in the domain of business systems. The satisfaction of the

employees with the system quality is becoming a main business driver as per-

formance issues might reduce the e�ciency and performance of the workforce.

While the concept of QoE is well studied for multimedia applications such as

video streaming or VoIP services, transferring it to the domain of business appli-

cations is not trivial and leads to numerous open challenges. These challenges

arise from the involvement of employees in user studies during their regular

work. In addition, real-world measurements under uncontrolled conditions, e.g.,

in production systems, might lead to inaccuracies and unexpected side e�ects

on the QoE. Thus, QoE monitoring and QoE estimation have to be able to handle

noisy monitoring data which might only re�ect partly the user’s perception.

This monograph contributed to answer open research questions on the mon-

itoring and estimation of QoE of enterprise applications. To do so, approaches

and methods of conducting subjective experiments with crowdsourcing were

adapted to the enterprise environment. These adaptations were described as a

general concept for monitoring and modeling the QoE of business applications.
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5 Conclusion

A concrete realization was shown by designing a survey tool which considers

enterprise speci�c requirements. Furthermore, multiple user studies were con-

ducted on microtasking platforms as well as in the enterprise environment. The

studies addressed questions on the improvement of the results of crowdsourcing

tasks, the impact of dimensions of the study design on the QoE, and challenges

related to the QoE modeling of enterprise applications based on real-world mea-

surements.

The research questions posed in the introductory section were answered

as follows. The question on how to monitor the QoE of enterprise applica-

tions was addressed by presenting a general concept. The concept included the

whole monitoring process, beginning with the identi�cation of applications af-

fected by performance issues, e.g., by using ticketing systems. By transferring

crowdsourcing-based methods into enterprise environments to conduct subjec-

tive experiments to analyze the QoE, approaches for the evaluation of in�uence

factors were conceptualized. Especially, advantages and disadvantages of studies

conducted in dedicated test environments or in production systems were high-

lighted. The latter approach bene�ts from realistic test situations, but su�ers

from uncontrolled conditions. This aspect also needs to be taken into account

during the analysis of the relationship between performance parameters and

user-provided ratings and the creation of a QoE model.

Regarding the usage of crowdsourcing, the monograph focused on the ques-

tion how to optimize the quality of results by means of the task design. To an-

swer this question, approaches for improving the varying quality of results of

tasks and studies were investigated. These approaches focused on the optimiza-

tion of the task design under consideration of demands of requesters and work-

ers. From the requester’s side, this included the evaluation of the applicability of

a newly developed, task independent quality control mechanism based on the

attention of the workers. The evaluation showed the prediction and �lter valid-

ity of this mechanism, but also revealed di�erences between users from di�erent

platforms. However, by adapting thresholds for the required degree of attention,

the �lter can be adjusted to the speci�c needs of di�erent types of tasks or re-
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search studies as well as to platform characteristics. Di�erences were also found

regarding worker’s preferred task properties and design elements between but

also within platforms. While the workers agreed on the importance of task prop-

erties such as an adequate payment, clear task instructions, and a good usability

of the task interface, no clear consensus was observed on favored interface de-

sign elements. This makes it nearly impossible to design a task which meets the

preferences of all workers. Nevertheless, using optimization strategies which

focus on general task properties might result in a quality improvement and still

consider the workers’ demands. Thus, the decomposition of complex tasks to

simpler sub-tasks and a work�ow allowing the task processing in native lan-

guage were evaluated towards their impact on the quality of work results. The

decomposition of complex tasks to simpler sub-tasks only partly improved the

quality. For some kind of sub-tasks the quality was even worse due to a loss of

context. Thus, decomposing a task to its maximum is not advisable. The evalua-

tion of the second approach to simplifying tasks by lowering language barriers

showed a quality improvement for tasks which require the creation of text. Pro-

viding only the instruction in native language neither showed a positive nor a

negative e�ect. However, the results of both studies gave evidence that good

task instructions reduce negative side e�ects on the workers’ performance.

As the investigation of the QoE of enterprise applications with users without

domain knowledge might lead to unrepresentative results, involving employees

might be the more promising strategy. Here, similar to other crowdsourcing-

based unsupervised studies the study design plays an important role as it might

in�uence the study results. Thus, relevant design dimensions were identi�ed

and their impact on the QoE of enterprise applications were discussed. The di-

mensions are related to the context, the participants’ domain knowledge, the

arti�ciality of the test system, the tested parameter space, and the controllabil-

ity of conditions. The impact of the arti�ciality of the test setup and the domain

knowledge of the participants on the QoE were explored in user studies. The

analysis of the impact of the arti�ciality of the test setup on the QoE showed

that the test interface had no in�uence on the user ratings. However, partici-
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pants tended to be less attentive while interacting with a test interface which

modeled the real interface of the tested application. In addition, an unnatural

behavior of the participants was observed due to the test situation. The study

on the in�uence of the domain knowledge of participants on their perception

revealed di�erences between experts and laypersons, especially laypersons with

microtasking background.

The �ndings of both studies suggested that the QoE of enterprise applications

should be monitored from employees during their regular work. This leads to

the question how to realize such an approach. To answer the question a non-

intrusive survey tool was introduced and its applicability was evaluated in user

studies conducted in a cooperating company. The developed tool allows the inte-

gration of the collection of quality assessments into the day-to-day work of em-

ployees. It realizes a pull-based collection approach as well as a self-motivated

system. The pull approach models the traditional method which actively re-

quests ratings from study participants. The frequency of the requests can be

adapted to the individual situation in each company. The feedback given by

employees participating in a user study validated that requesting ratings once

per hour was an applicable frequency in the cooperating company. In contrast,

the push approach is self-motivated comparable to an error report or complaint

system. It allows the employees to rate the application’s quality anytime.

Using di�erent methods to collect quality ratings posed the question of dif-

ferences in the provided view on the QoE. A self-motivated rating might be trig-

gered by the perceived quality, e.g., after interacting with the application, while

the pull-based rating is triggered by the survey tool. The analysis of ratings

collected with both approaches established this assumption. The quality assess-

ments were gathered from employees in a cooperating company in a user study

during a period of 1.5 years. While the pull-based approach provided a contin-

uous, coarse-grained view on the QoE, gathering self-motivated ratings led to

a spotty, but more detailed view on the QoE. However, both systems su�ered

from a decreased motivation to provide ratings. One reason for this observa-

tion was a decline in the motivation to submit push-based ratings in cases the
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employees were satis�ed with the application’s performance. Hence, the usage

of this rating system converged towards a pure complaint system. This aspect

needs to be taken into account when creating a QoE model based on this type

of ratings, e.g., by focusing on ratings reporting a bad application performance.

Nevertheless, the decrease in the response time over time for both systems re-

quires further investigation. Based on the results no �nal statement can be made

in respect with the su�ciency of the number of provided ratings after using the

tool for multiple years.

The enrichment of the subjective data with technical monitoring data of the

business application mainly used in the company was basis of the analysis of

e�ects in�uencing the relationship between user-provided ratings and techni-

cal performance data. A correlation analysis of the data aggregated on di�erent

levels, i.e., per hour and per day, revealed again di�erences between the rating

methods. The results suggested to look at pull- and push-based data on di�erent

levels of aggregation. Variances in the pull-based ratings were better explained

by the daily mean of the total response time of the application than by hourly

values. The more detailed view on the QoE would be averaged out by aggregat-

ing the push-based data per day. Further for the push-based ratings, correlations

were found between multiple performance parameters and the share of unsatis-

�ed employees on a hourly basis. However, these correlations were weaker than

observed between the share of positive pull ratings and average total response

times. Independent of the rating method, the correlation su�ered from measure-

ment inaccuracies and additional e�ects which were not visible in the techni-

cal monitoring data. By concentrating on the pull-based ratings, the impact of

changes in the system behavior and working on di�erent business processes

on the quality ratings were investigated. For employees of distinct business ar-

eas, e.g., sales and customer care, the expectations regarding the regular system

behavior di�ered. This led to di�erences in the perceived application quality.

Regarding temporal e�ects, their expectations changed over time caused by, for

example, changes in the system behavior after software updates.
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5 Conclusion

By leveraging the found rating characteristics and correlations, the question

on how to estimate the QoE of enterprise applications from noisy real-world

data was �nally tackled. A two-threshold-based model overcame drawbacks

from noisy data and uncovered in�uence factors by excluding such data from

the prediction. The QoE derived from pull-based ratings was estimated based

on the average daily total response time. The evaluation of the trade-o� be-

tween the amount of excluded unpredictable data and the model accuracy re-

vealed that removing a small share of noisy data led to a signi�cant increase

in the accuracy. The performance evaluation also highlighted the necessity of

adjusting the thresholds to temporal changes in the system behavior. The predic-

tion of the QoE deduced from self-motivated ratings was done with a machine

learning-based approach. Here, only performance parameters were considered.

Thus, model performance su�ered from cases where the users’ perception was

in�uenced by additional factors. Including such factors into the model, e.g., the

working �eld of the employees, might improve the performance signi�cantly.

However, considering all factors in�uencing the QoE might be not applicable

for enterprise applications, e.g., due to privacy reasons.

The concept, methods, and results presented in this monograph can be used

as a guideline for monitoring and estimating the QoE of enterprise applications.

The developed tool as well as the proposed methods for collecting quality ratings

from employees point out how to realize QoE studies in enterprise environments

in a scienti�cally valid but still economic way. Regarding the modeling, pitfalls

were found which arise in particular from the data acquisition in a real-world

scenario. These cover aspects such as the decline in motivation to submit assess-

ments and temporal e�ects, e.g., changes in system behavior and adaptations of

user expectations to them. However, with the two-threshold-based model a sim-

ple modeling approach were proposed which is able to deal with measurement

uncertainties in real-world data. Besides these practical aspects, the insights on

the impact of waiting times and contextual factors on the QoE of enterprise ap-

plications gained from the long-term user study serve as a good foundation for

future research on this topic.
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A Summary of Applied Tests

The following table gives an overview about the applied tests in this work. The

overview includes a brief description and assumptions of each test.

Table A.1: Summary of applied tests.

Test Usage and assumptions Section

Pearson chi-square

test (with Yates’ con-

tinuity correction)

Tests the independence of two inde-

pendent, categorical variables. Each

observation must have an equal

probability to occur with cell counts

greater than 5 (for 80% of the cells for

large tables) [171].

2.2.3, 2.3.3,

2.4.1, 2.4.2,

2.5.2, 3.3.2,

4.3.3

Cramer’s V Shows the magnitude of an e�ect

shown by the chi-square test. It is ap-

plicable on contingency tables larger

than 2x2 [172].

2.4.2, 2.5.2

Kolmogorov-Smirnov

test (non-parametric)

Tests if the distributions of two sam-

ples are the same. Variables must be

independent and at least ordinal. The

test is only precise for continuous

variables [173].

2.5.2

Kruskal-Wallis test

(non-parametric

rank-sum test)

Tests if more than two samples

originate from the same population.

Variables must be independent and

ordinal-scaled [171].

2.2.3, 3.3.2,

3.3.3
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Levene test Tests the homogeneity of variance

of independent, continuous vari-

ables [174].

2.2.3

Welch t-test (inde-

pendent)

Tests if two group means are di�er-

ent. Assumes homogeneity of vari-

ance and normal-distributed sam-

ples. Observations have to be in-

dependent and at least at interval-

scaled [175].

2.5.2

Mann-Whitney U test

(non-parametric)

Tests for di�erences between two in-

dependent samples. The dependent

variable should either be ordinal or

continuous [176].

3.3.2

Wilcoxon rank-sum

test (non-parametric)

Is an alternative to the Mann-

Whitney U test [177].

3.3.2, 3.3.3

Wilcoxon signed rank

test (non-parametric)

Tests for di�erences between two

related samples. Assumes at least

ordinal-scaled variables; Paired ob-

servations should be randomly and

independently drawn [178].

3.3.3, 3.4.3

One-way ANOVA Tests if three or more means are the

same. Assumes homogeneity of vari-

ance and normal-distributed sam-

ples, independent observations, and

at least an interval-scaled dependent

variable [179].

2.5.2

Welch ANOVA Is a robust version of the one-

way ANOVA. Assumes normal-

distributed samples, but not neces-

sarily equal variance [180].

2.2.3
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Tamhane post hoc

test

Is a post hoc test for Welch ANOVA

which handles unequal vari-

ance [181].

2.2.3

Friedman’s test Tests for di�erences between related

groups (robust version of ANOVA).

Assumes more than two conditions,

measured with the same test group.

Variables should be on an ordinal or

continuous scale [182].

2.3.3, 3.4.3,

4.3.1, 4.3.3

Nemenyi’s post hoc

test

Compares multiple ranks of joint

samples, e.g., used after signi�cance

of Friedman’s test [183].

2.3.3, 4.3.3

Pearson’s correlation

coe�cient

Characterizes the strength of the re-

lationship between two continuous

or interval-scaled variables. For de-

termining signi�cance of correlation

the variables have to be normal-

distributed [184].

2.2.4, 2.2.5,

3.3.3, 4.3.1,

4.4.1

Point-biserial correla-

tion coe�cient

Is a special case of Pearson’s corre-

lation where one variable is dichoto-

mous [185].

2.2.5, 3.3.3

Spearman rank corre-

lation

Is a non-parametric rank correlation

used when parametric assumptions

are violated [186].

4.3.1, 4.5.1

Cronbach’s alpha Tests the internal consistency of

a test or measurement instru-

ment [187].

2.2.3
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B Screenshot and �estionnaires of

User Studies

B.1 Using A�ention Testing for �ality Assurance

Table B.1: Questions asked before attentiveWeb.

Questions Possible answers

Please select your gender
1

–

Male

Female

Please select your age
1

–

< 20

20–30

31–40

41–50

>50

Please select your country
1

–

List of countries taken from

https://maxmind.com/

Is English [WiSoPanel: German] –

your mother tongue?
1

Yes

No

1

Questions skipped in the studies on predictive validity.
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Please rate your English –

[WiSoPanel: German] skills
1

Beginner

Advanced

Native speaker

Where do you use English –

[WiSoPanel: German]?1

At school/at work

Daily life

Vacations

Where are you at the moment?
1

–

At home

At work

Internet café

Somewhere else

How many people are around you? –

0

1–3

4–10

> 10

How mentally focused are you –

at the moment? 1: Not at all

2

3

4

5: Very highly

How skilled are you with the mouse?
1

–

1: Unskilled

2

3

4

5: Highly skilled
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B.1 Using Attention Testing for Quality Assurance

Table B.2: Questions asked after attentiveWeb.

Questions Possible answers

Please select your continent
1

–

List of continents

Where are you at the –

moment?
1

At home

At work

Internet café

Somewhere else

Have you ever done this test –

before?
1

Yes

No

If you did the test before, –

when was it?
1

< 1 week

1 week - 1 month

1 month - 1 year

> 1 year

Which strategy did you use –

for the test? As fast as possible, accepting mistakes

Slower but correct answers

How mentally focused are you –

at the moment? 1: Not at all

2

3

4

5: Very highly

Did you do the test seriously? –

Yes

No

Feedback Free text
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B Screenshot and Questionnaires of User Studies

B.2 Task Selection and Design Preferences – Selected
�estions

Figure B.1: Questions about preferred kind of tasks usually selected on the crowd-
sourcing platform.
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B.2 Task Selection and Design Preferences – Selected Questions

Figure B.2: Question about important/unimportant task properties while selecting
tasks.

Figure B.3: Question about task properties considered as frustrating.
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Figure B.4: Questions about task design preferences.
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B.2 Task Selection and Design Preferences – Selected Questions

Figure B.5: Questions about task design preferences.
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B.3 Impact of Task Decomposition – Screenshots of
User Interfaces

Figure B.6: Screenshot of the user interface of Task 1.
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B.3 Impact of Task Decomposition – Screenshots of User Interfaces

Figure B.7: Screenshot of the user interface of Sub-task 2a.

Figure B.8: Screenshot of the user interface of Sub-task 2d.
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B Screenshot and Questionnaires of User Studies

B.4 Influence of Test System Artificiality

Table B.3: Questions asked before watching the video.

Questions Possible answers

What is your age? List of prede�ned numbers

(18 – 90 years)

What is your gender? Female

Male

Other

Prefer not to answer

Which continent do you live on? Africa

Asia

Australia

Europe

Northern America

Southern America

What is currently the highest degree Primary School

you have obtained? Secondary school

Bachelor

Master

Ph.D

Something else

What is your current professional Factory/service worker

activity? Employee/civil servant

Self employed/free profession

Pensioner

Student

Unemployed

Housewife/househusband

Something else
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B.4 In�uence of Test System Arti�ciality

How often have you surfed the Internet Several times a day

during the last month? Once a day

Several times a week

Once a week

Several times a month

Less often

Never

How often have you watched video Several times a day

clips/streams on the Internet Once a day

during the last month? Several times a week

Once a week

Several times a month

Less often

Never

Table B.4: Questions asked after watching the video.

Questions Possible answers

Did you like the video you just saw? Extremely

Fairly

Moderately

Slightly

Not at all

What was shown in the video?

Soccer game: A tennis game

A soccer game

A baseball game

Animals: Fishes

Lions

Horses

Concert: A climbing scene
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A car race

A pop concert

Did you notice any stops while No

the video was playing? Yes

How many stops did you notice? List of numbers (0 – 10)

When did you notice stops during Never

the video playback? (Multiple choice) In the �rst half

In the middle

In the second half

Did you experience this stops as Extremely

annoying? (If you did not notice any, Fairly

stops, please select "Not at all") Moderately

Slightly

Not at all

Please rate the overall quality of Excellent

the video streaming. Good

Fair

Poor

Bad

Would you watch video clips, which No

have the same quality like the Yes

video that you have just watched?

Additional question, if a recommended video was clicked:

What was the main reason for clicking I did not like the played out video

a recommended video? The recommended video sounds

interesting

The played out video stopped

I wanted to explore the website

I clicked the link intuitively

Other reasons
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B.4 In�uence of Test System Arti�ciality

Table B.5: Questions asked in the �nal questionnaire.

Questions Possible answers

Please select your country List of countries taken from

https://maxmind.com/

How often have you watched video Never

clips/streams on the Internet during Less often

the last month? Once a month

Several times a month

Once a week

Several times a week

Once a day

Several times a day

Describe your active Internet time: Never

Less often

Once a month

Several times a month

Once a week

Several times a week

Once a day

Several times a day
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B.5 Influence of Domain Knowledge

Table B.6: Questions about personal information asked at the end of the test.

Questions Possible answers

Please select your age (optional) -

List of prede�ned numbers

Please select your gender (optional) -

Female

Male

What is your highest degree? I did not complete high school

Special needs school

High school

College

Bachelor’s Degree

Master’s Degree

Advanced Graduate work or Ph.D

Do you work in health care? Yes

No

Do you have children or do children -

live in your household in the Yes

age between 0-6 years? No
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C Parameters contained in

Monitoring Data

Table C.1: Overview about parameters included in the monitoring data.

System Transaction

Time stamp Type

User ID Number of transactions

Client IP address Total response time (ms)

Terminal server Server processing time (ms)

Data center Network time (ms)

Application module Idle time (ms)

Server name Other delays

Server IP address Length (pkts)

Hits per transaction

Client transaction size (B)

Server transaction size (B)

Network Errors

Bytes sent by server Sum of failures

Bytes sent by client RPC errors

Packets sent by server SAP GUI errors

Packets sent by client SAP RFC errors

RTT server (ms) SMB errors

RTT client (ms) TCP errors
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