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1 Introduction

"The last thing one knows when writing a book is what to putfirs
Blaise Pascal (1623-1662): Pensées (1670).

Over the last years, several wireless technologies evdhvadare designed
to offer Internet access anywhere and anytime. This aceefcilitated over
wireless technologies like Wireless Local Area NetworksLAMs) based on
the IEEE 802.11 standard, Worldwide Interoperability foicMwave Access
(WIMAX), and Long Term Evolution (LTE). An increasing numbef laptops,
personal digital assistants, and mobile phones are eqliwjik these technolo-
gies enabling broadband wireless Internet access withrdtega of 54 Mbps and
beyond.

The common access technology is a Wireless Local Area N&twior
WLANS, an Access Point (AP) connects the end user and thenktteprovid-
ing so-called infrastructure access. It is designed tosprart best effort traffic
to places where wired connections cannot be deployed oparexpensive. Al-
though WLAN provides a cost-efficient alternative to traatial wired access,
wireless resources are limited and the standard does natiprQuality of Ser-
vice (QoS) guarantees for the end user. An efficient resomraeagement is
needed that does not only ensure QoS for real-time servigesldo enhances
the overall throughput while still sharing the resourcedyfamong best effort
users. In LTE or WiIMAX networks, a central control unit is pessible for fair
sharing of the resources among end users. In contrast, tieeaj@V/LAN access
is based on contention; the Access Point competes for mealigpss in a similar
way as the end user.
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In addition to the WLAN infrastructure mode, a new accesscstire has been
lately introduced called Wireless Mesh Networks (WMNSs). dgposed to tra-
ditional wireless networks, data flows in a WMN traverse saiveops to con-
nect to the Internet. This enables extensive coverage attea®e no wired Inter-
net connection is required and extends wireless local sze@onks to wireless
metropolitan area networks since complete cities can beredwvith only a few
gateways to the Internet. In such a WMN, the data is sentttlir'om neighbor
node to neighbor node and does not have to be relayed ovectiessPoint. For
data between nodes that are not directly reachable neighherpackets are sent
on a multi-hop route. All nodes provide relaying capakshtito forward traffic
through the network towards the destination. WMNs congistrally of static
devices and focus on robustness and reliability. Compar&dltAN infrastruc-
ture networks, the number of Access Points with cost-ifiteniternet access
connection can be reduced.

WMNs should have the so-called self-x-properties, i.egytrare self-
organizing, self-configuring, and self-healing and ars#jining an increasingly
important role in next generation wireless networks. Havesince WMNSs usu-
ally do not have a central control unit, it is even more diffica guarantee QoS.
QoS can only be guaranteed if either a path is exclusivelrvesl or distributed
bandwidth control management is performed in each nodeeoiMN. This
requires that the QoS metrics are measured and evaluatadrahede. A small
change of the QoS metrics like packet loss, delay, and fittsr a significant
impact on the Quality of Experience (QOE), a subjective meafrom the user
perspective of the overall value of the provided servicepmliaation.

In addition to the application of a distributed traffic ob&sion and controlling
scheme at runtime, the performance of the WMN can alreadyptimized dur-
ing the planning process. The goal is to find a near-optimatimg and channel
allocation to enhance the network throughput while faigrgng the resources.
This becomes very complex in large wireless mesh networlerevhach node
can be equipped with several network interfaces and a wldes to be found
between the number of hops to the Internet and the maximuposiga data rate
between two nodes.
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1.1 Scientific Contribution

This monograph covers three different aspects of perfocaaptimization in

broadband wireless networks. Firstly, we address WLANatftucture networks
and consider QoS, fairness, and throughput aspects. Sgcaedaddress wire-
less mesh networks and introduce a distributed bandwidtitraoapproach to
support QoS, and we finally focus on planning and optimizetib\WWMNSs.

Figure 1.1 gives an overview of the contribution of this wofke individual
research studies carried out during the course of this werklassified accord-
ing to their primarily used methodology on the x-axis andrtheain focus or
primarily investigated technology on the y-axis. The methogies can be clas-
sified into mathematical analysis, simulations, measungsnand design and op-
timization of new mechanisms and network structures. Thpaetive focus of
the research studies cover WiMAX, WLAN, Vertical HandoveHQ), cellular
networks, and P2P systems. The market% indicate the scientific publications
which provide the basis for Chaptgr

The first part covers WLAN infrastructure networks. The emibn-based
channel access of WLAN infrastructure networks does natrens fair resource
sharing among the users. Stations with a larger traffic ddreaperience longer
delays due to extensive queuing but they are favored in tefroBannel access
delay and number of collisions on the air interface. We deaigovel analytical
model to evaluate this kind of unfair channel access in @ffescenarios and val-
idate the results by means of simulation. Our findings shawttie network load
cannot be estimated by measuring at the Access Point ongrefdre, we im-
plement a feedback mechanism where all stations transaiit¢hrrent network
status to the Access Point.

The status of the network is required to guarantee QoS fbitirea users be-
cause all stations including the Access Point have to cofdemedium access.
Although real-time stations have a higher priority for mediaccess compared to
best effort stations, they still have to compete againstratial-time stations. We
show that an adjustment of the channel access parametex diashe feedback
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Figure 1.1:Contribution of this work illustrated as a classificatiortloé research
studies conducted by the author. The notatidf indicates that the
scientific publicatioriz] is discussed in Chaptegrof this monograph.

of all stations helps to increase the WLAN capacity for rérale traffic. Based on
the average number of retransmissions of each stationatbessof the channel
access parameters are increased or decreased if a thresbed@eded. In order
to keep the prioritization between real-time and best effigers on the same
level, the channel access parameters of all service classesdjusted equally.
This might result in throughput degradation of best effaens. We show that
transmission bursts help them to improve their throughgthout violating the

QoS requirements of voice users.
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A similar approach can be applied in wireless mesh networhiglwis the
second aspect of this work. Due to the fact that a WMN mighelseweral gate-
ways to the Internet, the parameter adjustments cannoitized by one single
node like the Access Point. We therefore develop a disetbapproach where
each node in the network measures the QoS parameters andheapso the
subjective QoE. The node reacts to quality problems by dyeceliyp adjusting
the bandwidth of best effort flows in the own node, or if thesmof the qual-
ity degradation is outside the node, by informing neighbgmodes about the
quality problems. The bandwidth control mechanism is fivat@eated in a WMN
testbed and then optimized by means of simulation. Thisdsétond aspect of
this work.

The performance of the bandwidth control mechanism candreased a pri-
ori by carefully planning the wireless mesh network whickhis third aspect of
this work. Our goal is to increase the throughput of the cetepWMN while
sharing the resources fairly among the nodes. The planrilg\Ns is in con-
trast to traditional wireless networks much more complen.te one hand, a
WMN consists of a multi-hop structure where not only integfece on neighbor-
ing paths but also self-interference occurs. On the othed heach node in the
network can be equipped with multiple interfaces operatimgifferent channels.
The interference problems are covered by using the conéeptlision domains.
For the routing and channel allocation, an optimizationhodtis required which
is fast enough to optimize even large WMNs. We decided to u=eetc Algo-
rithms (GAs) which are based on the idea of natural evolubpsimulating the
biological cross of genes. Although GAs are generally nde &b find the best
solution, they provide near-optimal results in relativeiyall computation time.
We adjust the genetic algorithms for routing and channeication in WMNs
and optimize the GA operators to minimize the time for thdwa#tion. Fairness
is achieved by applying a max-min fair share algorithm arel ttiroughput is
increased by tuning the genetic parameters.
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1.2 Outline of Thesis

The organization of this monograph is shown in Figure 1.2hEdapter contains
a section that shows the background and related work of tered aspects and
summarizes the lessons learned. The three columns cowverléfoto right (1)
the problems and challenges, (2) the algorithms and mesnantio cope with
them, and (3) the impact of the applied mechanisms on themesihce of the
wireless network. The arrows between the sections show tlation and the
background and findings which are used in later sections.s€bgon numbers
of the building blocks are given in parentheses.

The rest of this thesis is organized as follows. All topicsezed in Chap-
ter 2 are on infrastructure WLANS. First, we evaluate the \WLénfair channel
access phenomenon in scenarios with and without serviteretitiation for an
increasing number of users and for different traffic typdse Tetection of the
unfair channel access provides the basis for the Dynamit¢e@ton Window
Adaptation (DCWA) algorithm. This algorithm achieves resie efficiency by
choosing an appropriate contention window with respechécurrent channel
contention. Thus, the DCWA optimizes the resources aVaitareal-time flows
and guarantees a certain QoS level. However, as a resultgQa@ntees can
be provided for real-time traffic, but low priority best affdlows are prone to
starvation. Frame bursting is a way to prevent best effont fitarvation without
disturbing real-time voice traffic. We take a look at the iefige of such a frame
bursting scheme and we show that frame bursting effectivétigates best effort
flow starvation with regard to voice traffic QoS requiremendsing extended
transmission bursts, best effort flows considerably bebgfén increased chan-
nel utilization through reduced protocol overhead and leyutbe of free resources
not needed for voice traffic.

Chapter 3 focuses on wireless mesh networks. We develop aQuol algo-
rithm where the quality of service parameters are measuregtca mesh node. If
the quality of real-time traffic expressed through the Me@m®@n Score (MOS)
cannot be guaranteed, the maximum available bandwidtlo¥optiority best ef-
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fort traffic is reduced. In two different testbed scenanes show that the mecha-
nism successfully protects real-time flows from interfgnivith best effort flows.
At the end of the chapter, we improve the approach by meanisnoiation ad-
justing the bandwidth limitation dynamically and includithe mechanisms from
Chapter 2.

Chapter 4 investigates the planning and optimization oklegs mesh net-
works. First, different optimization techniques are idwoed and the related
work, where these techniques are applied, is shown. We el¢ause genetic
optimization as they are able to solve this planning andntipttion approach
because of their simplicity and ability to optimize evergeaMWMN scenarios.
Therefore, the WMNSs are encoded using a list structure. @nligt structure,
the two different genetic operators, crossover and mutasice applied which we
especially design for the routing and channel allocatiokVdfiNs. We investi-
gate the impact of every step of the genetic algorithm’s fovkon the resulting
network solution. Finally, we introduce the concept of logptimization which
significantly improves the performance of the WMN with mirsilhcomputational
overhead. In Chapter 5, we summarize the main findings and abaclusions.
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2 Performance Evaluation and
Optimization of Infrastructure

Networks

"The wireless telegraph is not difficult to understand. Trdirmary
telegraph is like a very long cat. You pull the tail in New Ypand

it meows in Los Angeles. The wireless is the same, only withou
the cat."

Albert Einstein (1879-1955)

Wireless infrastructure networks consist basically of embar of stations con-
nected to the Internet via an Access Point (AP) traversisg gae single hop.
Such networks provide a convenient access for users at hnthangublic fa-
cilities, and emerge more and more in everyday life. The mostmon equip-
ment is built upon the Institute of Electrical and ElectanEngineers (IEEE)
802.11 [35] standard, which is widely referred to as Wirelescal Area Network
(WLAN). The first WLAN standard was released in 1997 [36] ahdradually
improved its performance and evolved into a very flexible aell understood
technology [35]. Today, this wireless technology is a staddquipment in lap-
tops and other portable and mobile devices.

In the following, we give an insight into the WLAN IEEE 802.&fandard and
identify problems and unfairness aspects of the WLAN chihaoeess. After-
wards, we show how the channel access can be optimized intordehance the
throughput while still keeping Quality of Service (QoS) u@gments.
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2.1 Background: The WLAN Protocol

The IEEE 802.11 standard defines the Medium Access ContralQ)MVand the
PHYsical (PHY) layer of the ISO/OSI protocol stack. Sincefitst release in
1997 [36] it has been continuously enhanced. Table 2.1 gesvan overview of
the complete IEEE 802.11 standard family.

Table 2.1:The IEEE 802.11 standard family.

Standard Short description

802.11 1Mbps & 2Mbps @ 2.4 GHz (1997)

802.11a 54 Mbps @ 5 GHz (1999)

802.11b 5.5Mbps & 11 Mbps @ 2.4 GHz (1999)

802.11c WLAN bridging (included in IEEE 802.11d) (2001)
802.11d International roaming extensions (2001)

802.11e Service differentiation (QoS support) (2005)
802.11f Inter AP Protocol (IAPP) (2003, withdrawn 2006)
802.11g Throughputs up to 54 Mbps @ 2.4 GHz (2003)
802.11h Spectrum management for IEEE 802.11a (2004)
802.11i Security enhancements (2004)

802.11j Extensions for Japan (2004)

802.11-2007 New release including IEEE 802.11a,b,d,&jg2007)
802.11k Radio resource management enhancements (2008)
802.11n Throughput enhancements using MIMO (2009)
802.11p Wireless Access for Vehicular Environments (WAVE)
802.11r Fast roaming (2008)

802.11s Wireless mesh networking

802.11t Wireless Performance Prediction (WPP) (canceled)
802.11u Interworking with non IEEE 802 networks

802.11v Wireless network management

802.11w Protected management frames (2009)

802.11y Operation @ 3650-3700 MHz for the US (2008)
802.11z Extensions to Direct Link Setup (DLS)

802.11aa Robust streaming of audio video transport streams

802.11ac Very high throughput < 6 GHz
802.11ad Extremely high throughput @ 60 GHz
802.11ae QoS Management

802.11af TV Whitespace

10



2.1 Background: The WLAN Protocol

Allamendments of the initial IEEE 802.11 standard are backis compatible
and a lot of them are still developed in task groups. In theaiader of this work,
we focus on the IEEE 802.11-2007 [35] standard as it inclukesnain access
mechanisms and the QoS enhancement.

2.1.1 Network Architectures

A WLAN can be set up using different topologies. The standZetines two

modes of operation, the ad-hoc mode and the infrastructocentsing the ad-
hoc mode, WLAN stations are allowed to directly communiaagités each other,

see Figure 2.1(a). The stations together form an Indepériesic Service Set
(IBSS). In an infrastructure network, all communicatioaverses the WLAN

Access Point. Thus, the AP is on the one hand responsiblelfying the traffic

within the WLAN and on the other hand for forwarding trafficttee Internet. If

for example Station 1 from Figure 2.1(b) wants to commumeiagith Station 2

from the same network, it first has to transmit the packet &0AP who then

forwards the packet to its destination. Although this maetguires more wireless
capacity, it might allow a communication between two staiovhich are not
within the same coverage area. One AP together with sevetidrss form an

infrastructure Basic Service Set (BSS). Different APs emted over a wired
connection form an Extended Service Set (ESS).

Station 1
//
N
RN -7
/// \\ .
Station 2 Station 3 Station 1 Station 2 Station 3
(a) Ad-hoc network. (b) Infrastructure network.

Figure 2.1:Different WLAN topologies.
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2 Performance Evaluation and Optimization of InfrastreetNetworks

As the ad-hoc mode is not playing a major role in the conteftiofre broad-
band wireless communication, we focus on the infrastrectoode in this chap-
ter. In the subsequent chapter, we introduce another WLANItgy, the mesh
mode, which is a combination of the two modes described above

2.1.2 Physical Layer

As the main focus of this work lies on the MAC layer, the PHYdays only
shortly described here. The initial IEEE 802.11 standaéd iefines three differ-
ent PHY layers in the 2.4 GHz frequency band, Frequency-khgpppread Spec-
trum (FHSS), Direct Sequence Spread Spectrum (DSSS), &addd. However,
only the DSSS has been widely implemented. In this, the signaodulated
using either Differential Binary Phase Shift Keying (DBPSHKr data transmis-
sions with 1 Mbps or Differential Quadrature Phase ShiftikgDQPSK) for a
data rate of 2 Mbps. These two modulation techniques ar@@atkein the IEEE
802.11b standard [37] with Complimentary Code Keying (C@KJl Packet Bi-
nary Convolution Coding (PBCC) to achieve data rates of Dpd/hand 11 Mbps,
respectively.

The DSSS physical layer consists of 14 channels in the 2.4l6sHd with a
channel width of 22 MHz. As the spacing between the chansetsly 5 MHz
and not all channels can be used in each country, only 3 natappéng channels
exist, e.g., channel 1, 6, and 11.

Concurrently to the IEEE 802.11b standard, IEEE 802.115{@8 specified
for the communication in the 5 GHz frequency band. Althougisies the same
MAC layer and frame format, another PHY layer is specifiednely Orthog-
onal Frequency-Division Multiplexing (OFDM). This mulktarrier modulation
method uses closely-spaced sub-carriers to carry the datdh wesults in data
rates of up to 54 Mbps. The modulation and coding schemebldédBEE 802.11a
standard are shown in Table 2.2.

The operation in the relatively unused 5 GHz band gives thisdard an ad-
vantage over the IEEE 802.11b standard operating in thedwd\®.4 GHz band.
However, the higher frequency reduces the overall rangdasmissions.

12



2.1 Background: The WLAN Protocol

Table 2.2:Modulation and coding schemes.
Data bits Data rate

Modulation C;):tgg per OFDM  in Mbps using a

symbol 20 MHz channel
BPSK 1/2 24 6
BPSK 3/4 36 9
QPSK 1/2 48 12
QPSK 3/4 72 18
16-QAM 1/2 96 24
16-QAM 3/4 144 36
64-QAM 2/3 192 48
64-QAM 3/4 216 54

Four years after the release of the IEEE 802.11a and b stésydhe |IEEE
802.119 [39] was specified using a combination of both staitsjlahe operation
in the 2.4 GHz band like the IEEE 802.11b standard with the RRihysical
layer of the IEEE 802.11a standard. The IEEE 802.11g hasedveafully back-
wards compatible with the IEEE 802.11b hardware and wasrtpidly adopted
by consumers. In the following, we introduce the basic medaccess control
protocol and its QoS enhancement first introduced in the I&EE11e [40] stan-
dard.

2.1.3 Medium Access Control

The MAC protocol of IEEE 802.11 is based on Carrier Sense iMeltAccess
with Collision Avoidance (CSMA/CA), whose collision avaidce is realized by
a truncated binary exponential backoff. The latest rele@ske standard, IEEE
802.11-2007 [35] contains the following four different ass mechanisms:

1. The Distributed Coordination Function (DCF)

2. The Enhanced Distributed Channel Access (EDCA)

13



2 Performance Evaluation and Optimization of InfrastreetNetworks

3. The Point Coordination Function (PCF)

4. The Hybrid coordination function Controlled Channel Ass (HCCA)

The DCF is the basic medium access function and mandatorglifaVLAN
equipment. It was enhanced to support different prioritigghe EDCA in the
IEEE 802.11e standard [40]. The latter two access mechanism based on
a polling scheme, whereas the PCF supports a simple polthgnse and the
HCCA supports a prioritized polling scheme. However, otilg DCF and the
EDCA are mandatory mechanisms and widely implemented by Wkéndors.
Therefore, only the first two access mechanisms are coesiderthis work.

Distributed Coordination Function (DCF)

The DCEF is the primary access mode for sharing the wirelesumeusing the
CSMA/CA protocol. Stations which want to transmit a pacl@npete with each
other for medium access and all stations have equal rigitse S3VLAN stations
are not able to detect a collision on the wireless medium,cknavledgment
scheme is used for that purpose. The Acknowledgment (AGK)éris transmit-
ted by the receiving stations after a time equal to a Shastfirime Space (SIFS).
If no acknowledgment is received by the sending statioefiansmits the packet.
The packet is retransmitted until either an acknowledgriseréceived correctly
or the retry limitis reached. The retry limit depends on theket size. For small
packets, the IEEE 802.11 standard introduces the shoytlimiit which is spec-
ified as 7, while for large packets, the long retry limit is &ed.

A station wanting to transmit a packet first invokes a carsimsing mecha-
nism to determine if the medium is idle or busy. If the medigrhuisy, the station
defers until the medium becomes idle for at least a periodneé tequal to a
Distributed Interframe Space (DIFS) when the last frame trassmitted suc-
cessfully, or for a period of time equal to an Extended Imgarfe Space (EIFS) if
the prior transmission was not received correctly.

In order to minimize the collision probability, a random keff period is cho-
sen after the carrier sensing interval, unless the backoértalready contains a
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2.1 Background: The WLAN Protocol

non zero value from a prior deferral. The backoff timer, thecalled Contention
Window (CW), is defined by the number of slots which are chaseiformly
distributed from the intervgD, CW1]. The slot duration and the value of the CW
depend on the underlying physical characteristics. Ihitithe CW is set to the
arbitration Contention Window minimum (aCWmin). Wheneagpacket is not
received correctly, the CW value is increasedid’ = CW? — 1 and the retry
counter is incremented by one. The CW is enlarged every timensuccess-
ful transmission takes place until the arbitration CoriteniVindow maximum
(aCWmax) is reached. Once it reaches aCWmax, the CW rentarsatme until
the maximum number of retransmissions, the retry limitea&ched. The intention
behind increasing the contention window after each unssfektransmission is
to reduce the collision probability for the retransmissafrthe packet because
the backoff is chosen from a larger interval. After each sasful transmission,
the CW is set to aCWmin again. An example for the medium adeesdsown in
Figure 2.2.

On one condition, the backoff procedure can be skipped. Wheemedium is
detected idle for a period of time DIFS, the frame can be transmitted immedi-
ately. This immediate transmission has a significant impacthe overall system,
which we will show later in this chapter.

DIFS DIFS DIFS
/ACK 7
Station 1 Time
SIFS
Det Backoff
efer T ]
Station 2 > ACK Frame‘
SIFS Time
|Defer /7—
Station 3 —1 Frame ACK )
Time
Defer T
Frame
Station 4 ) -
Time
1= Backoff

[ = Remaining Backoff

Figure 2.2:Medium access example for DCF stations.
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Interframe Spaces

Before accessing the wireless medium, a station alwaysdhperform car-
rier sensing. The duration of the sensing is called intex&apace. In order to
provide priority access for special frames like ACK framétse IEEE 802.11
standard defines different interframe spaces. The valug®dfterframe spaces
are determined according to the used physical layer. Tkaioal between the
different interframe spaces is shown in Figure 2.3.

16

Short Interframe Space (SIFS): The SIFS is the shortest interframe
space and provides the highest priority access which is ised/LAN
control frames, like ACK frames and RTS/CTS frame transiomss
which are explained later in this section.

Point (coordination function) Interframe Space (PIFS): The PIFS is
used by stations to initiate the contention-free periochefRCF.

Distributed Interframe Space (DIFS): The DIFS is the minimum idle
time for stations which want to transmit management or dataés dur-
ing the contention-based access period.

Arbitration Interframe Space (AIFS): The length of the AIFS depends
on the traffic priority class and is used by QoS stations ferahhanced
distributed channel access.

Extended Interframe Space (EIFS):The EIFS is the longest interframe
space period and is only used when an error has occurred avirtless
channel.

AIFSIi]
AIFSIi]
DIFS
PIFS Contention Window
- SIFS
/ Busy Medium <—>{ Backoff Slots Next Frame /
T Time

Figure 2.3:Interframe spacing relationship.



2.1 Background: The WLAN Protocol

Request to Send/Clear to Send (RTS/CTS)

Two types of carrier sensing mechanisms are provided by CEMAFirst,
a station accessing the channel uses a physical sensingetonde the state of
the channel. This is called Clear Channel Assessment (C@d)isaprovided
by the physical layer. As soon as the signal on the wireleasr#l exceeds a
fixed power threshold, the medium is marked as busy, otherthis medium is
determined to be idle. The second mechanism is the Netwddcation Vector
(NAV). The NAV is a timer that is transmitted with most WLAN glets. It is
used to indicate the time a transmission and its subsequehets, e.g. ACK
frames, last. Each station reads the NAV from the WLAN heaahet is not al-
lowed to transmit a packet until the timer reaches zero.

However, in a hidden station scenario, these two carriesisgmmechanisms
do not operate correctly. Two stations are hidden from edbhbraf they both
can communicate with the same AP or station but do not redeivees from the
opposite station, see Figure 2.4. If these stations traresspaicket simultaneously,
the packets will collide as they are not able to detect thestrassion of the
other station. Both stations wait for an ACK frame until a ¢t expires and
retransmit the packet afterwards. This might lead to a @rastuction of the
available bandwidth.

P by P

/

' \
| )
\Statlon 1 \ AP/ Statlon 2, /

~———- ~————-

Figure 2.4:Hidden stations scenario.
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2 Performance Evaluation and Optimization of InfrastreetNetworks

To reduce the probability of a packet collision, the RTS/Gm&chanism is
introduced in the IEEE 802.11 standard. The standard defiveesmall control
frames, the Request To Send (RTS) and the Clear To Send (&%) fRTS/CTS
frames are used for data packets larger than a certain thdeshe RTS thresh-
old. Before transmitting a large data frame, the RTS framiassmitted, cf.
Figure 2.5. The receiving station replies with a CTS franteradn SIFS. This
CTS frame can be detected by the hidden station. Both cofrtnoies include
the NAV which is set as long as the complete frame exchandetali. Thus,
the hidden station has to wait for the NAV to expire befor@sraitting the next
packet. Using these small control frames, the probabifity foame collision can
be clearly reduced resulting in an increased performanechidden station sce-
nario. On the downside, the control frames cause more mbteerhead. Thus,
it has to be examined whether to use RTS/CTS or not.

DIFS SIFS SIFS SIFS DIFS
|o-Defer i,/ TrTS Frame
Station 1 Time
Access ACK CTS ACK
Point Time
|, Defer
Station 2 - Backoft .
NAV Time
1= Backoff

[ = Remaining Backoff

Figure 2.5:Frame transmission using RTS/CTS.

Enhanced Distributed Channel Access (EDCA)

In 2005, the DCF was enhanced by the EDCA. In contrast to DT A is
built on different priorities. Eight different user pritigs from the IEEE 802.1D
standard [41] are mapped to four Access Categories (AC$)aassin Table 2.3
and Figure 2.6. The mapping is done by evaluating either ifferBntiated Ser-
vices Code Point (DSCP) field, the former type of service ffetdn the IPv4
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2.1 Background: The WLAN Protocol

header or the flow label in an IPv6 header. The ACs are sorted AC_BK to
AC_VO with AC_VO having the highest priority for medium asseThe service
differentiation of these ACs is achieved by varying the amaf time a station
senses the channel to be idle, the Arbitration Interframrec8AIFS) as well as
the contention window parameters to be used. In additienEICA introduces
the Transmission Opportunity Limit (TXOP Limit) which isjgained in the next
section.

Table 2.3:User Priority (UP) to AC mapping.

o User 802.1D Designation
.V ; - AC -
Priority Priority Designation (Informative)
Lowest 1 Background (BK) AC_BK  Background
2 - AC_BK  Background
0 Best Effort (BE) AC_BE Best Effort
3 Excellent Effort (EE) AC_BE Best Effort
4 Controlled Load (CL) AC_VI Video
5 Video (VI) AC_VI Video
6 Voice (VO) AC_VO \Voice
Highest 7 Network Control (NC) AC_VO \oice
DCEF station EDCA enhanced station
v v
One Mapping 8 User Priorities (UPs) to 4
priority Access Categories (ACs)

¥ v v v
AC BK AC BE AC VI AC VO

l

-

Channel access |

Transmit
gueues
for ACs

1 I I Per-queue EDCA

| | | | | | | functions with

internal collision
v v 7 v y resolution

Channel access

Figure 2.6:Comparison between DCF and EDCA.
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The AIFS replaces the DIFS from the DCF. The length of the AdESends on
the underlying physical characteristics, the so-calléitration Slot Time (aSlot-
Time) and the arbitration SIFS Time (aSIFSTime) as well atherprioritization
level. It is calculated as

AIFS[AC] = AIFSN[AC]- aSlotTime+ aSIFSTime 2.1)

with AIFSN[AC] as the number of slots. Using the Extended Rate PHY (ERP)
layer at 2.4 GHz, the former IEEE 802.11g standard, aSla&Tis9us and
aSIFSTime islOus. As lower priorities use a larger AIFS, a certain prioritiza
tion can be achieved.

The backoff procedure further supports the prioritizatibar the DCF mode
in an IEEE 802.11g [39] network, the default values for theteation windows
are aCWmin=15 and aCWmax=1023. EDCA uses these values tedffierent
priorities for each AC. The standard settings for every IEBBE.11 network can
be seen in Table 2.4. If we take the standard settings of a@vdnmd aCWmax
from the IEEE 802.11g network, we will receive the parameggrfor EDCA as
shown in Table 2.5. Here, the highest priority class is asgigan aCWmin of 3
and an aCWmax of 7 while the lowest priority class is assighedalues 15 and
1023. This will lead to different mean contention windowesizClearly, a station
with a lower mean contention window will get access to the iomadnuch more
often.

Table 2.4:Access categories and their settings.

. TXOP Limit

AC CWmin CWmax AIFSN DSSS OFDM
BK aCWmin aCWmax 7 0 0

BE aCWmin aCWmax 3 0 0

vl edWmintl _q aCWmin 2 6.016ms 3.008 ms
VO aCWmintl 3 oCWmintl _ g 2 3.264ms 1.504ms
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2.1 Background: The WLAN Protocol

Table 2.5:Default EDCA parameter set when using IEEE 802.11g.
AC CWmin CWmax AIFS TXOP Limit

BK 15 1023 T2us 0
BE 15 1023 3s 0
\ 7 15 28us 3.008 ms
VO 3 7 28us 1.504 ms

Frame Bursting Using the TXOP Limit

Besides the prioritization scheme, the TXOP Limit is alstrdduced with
EDCA. The TXOP Limit describes the time a station is allowedontinuously
transmit frames after it gained access to the medium. Itpsassed in multiples
of 32 us like shown in Table 2.4. The TXOP Limit duration values areextised
by the Access Point in beacon frames. The beacon frames r@ireigeperiodi-
cally by the Access Point and contain information about tHeAW cell and the
currently used channel access parameters. A TXOP Limit ¥l a value of O
indicates that a single MAC Service Data Unit (MSDU) may tengmitted at
any rate for each Transmission Opportunity (TXOP).

The transmission of a frame burst is shown in Figure 2.7. Ete packets and
ACKs are only separated by SIFSes. It is obvious that the fiagransmission
burst optimizes the link utilization because the backoffesne does not have to
be performed for every packet. However, the downside ofgtieme might be
longer delays and a higher collision probability during toatention phase.

AIFS SIFS SIFS SIFS SIFS SIFS
. /Frame #1 Frame #2 Frame #3
Station 1 -
Time
Backoff
JACK #ﬂ JACK #2 JACK #@
Station 2 -
Time
-TXOP Limit
[J= Backoff

[ = Remaining Backoff

Figure 2.7:One transmission burst.
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Before taking a look at the influence of different channeleascparameters
on the performance of the WLAN, we focus on fairness aspaediSEE 802.11
infrastructure networks.

2.2 Unfairness in Infrastructure Networks

Although there are several possibilities to define fairnaskeEE 802.11 net-

works, we consider link layer and transport layer fairness eharacterize fair-
ness in two different ways, long-term fairness and shaomitiirness. An IEEE

802.11 network is long-term fair if the successful acceghéachannel observed
on a long term converges to 1/N for N competing and saturatsibss. The

network is short-term fair if the number of successful netaccesses is fairly
distributed over a short time period of a few millisecondsug, short-term fair-

ness implies long-term fairness, but not vice versa. In IBBE.11 networks,

long-term fairness is sufficient for delay-insensitive lgetdlows whereas short-
term fairness has to be achieved for real-time flows withydeta jitter require-

ments. A good and widely used measure for the fairness iaihdairness Index
(JFI) [42—44]. Itis defined as

L
@ 0<fO <1, (2:2)

flx1, 22,23, .0y Tn) = ,

2
T

o

n-

=1

wherez; is the normalized throughput of statidandn is the number of flows in
the WLAN. A JFI of one indicates absolute fairness and a JBlaifsolute unfair
resource distribution. The JFI can be used to show both;temg and short-term
fairness, by adjusting the window size over which the famis calculated. In
the following, we present related work considering generdhirness in IEEE
802.11 networks and TCP unfairness in WLANS.

2.2.1 Related Work

A large number of papers have been published showing anydindfairness
in IEEE 802.11 networks [45—-69]. The first part of this sectawvers general
unfairness papers and the second part focuses on unfa@fie€$ over WLAN.
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General Unfairness

Nandagopal et al. [45] propose a proportional fair contentiesolution algo-
rithm to achieve MAC layer fairness in wireless packet neksoThe fairness
of the algorithm is compared to the traditional 802.11 binexponential back-
off, a Multiplicative Increase Linear Decrease (MILD) witlackoff copy mech-
anism [47], and a combining persistence and backoff apprp#]. The results
show that the decentralized local contention resolutignrithm achieves almost
ideal fairness.

Koksal et al. [48] were the first who analyzed the short-teaimess in WLAN
CSMA/CA networks. Two approaches are proposed for evalgdtie fairness:
one based on the sliding window method with the Jain fairrfiedex or the
Kullback-Leibler distance [70], and the other one that useswal reward theory
on Markov chain modeling. It is shown that the exponentialkioéf algorithm
reduces the collision probabilities but at the expense oftdlerm unfairness.
Similar publications also assuming this kind of backoff published by Barrett
et al. [49], Vaidya et al. [50], and Kwon et al. [51].

Berger-Sabbatel et al. [52] claim however that the papevseabase their re-
search on the first WaveLAN cards using plain CSMA/CA. Itisatéed that the
DCF of the IEEE 802.11 standard just uses a backoff proceshen a collision
on the channel occurs. However, a look in the IEEE 802.11720@ndard [35]
disproves this statement. In Section 9.2 it is said: ".. amandom backoff time
following a busy medium condition”. Similar to Koksal et 8], the JFI is used
to analyze the fairness in a saturated ad-hoc network wittioy hidden nodes.
The authors show by an analytical model, simulations, anasomement that the
DCEF is short-term fair.

In [53-56] the authors observe a significant unfairness éetvdownlink and
uplink flows when DCF or EDCA are used in a WLAN with an AccesinPat
is claimed that the DCF allows equal utilization of the mediand thus, if the
downlink has much more offered load than the uplink, the dmkrbecomes the
bottleneck. Grilo et al. [56] define three traffic models, &ceamodel, a video
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model, and an HTTP traffic model to show that as soon as thieaitdn in-
creases, the Access Point becomes the bottleneck both ve@tB€F and the
EDCA. To solve the problem, the Access Point should use &ngdilased access
mechanism. As an alternative solution, Kim et al. [53] anduU€la et al. [54]
propose a mechanism where the Access Point uses a shogtéraimte space du-
ration compared to the stations before accessing the shagdaim. All stations
use a DIFS before accessing the medium and the Access Peqa A FS inter-
val, where SIFS < PIFS < DIFS, compare Section 2.1. The soiytiovided by
Casetti et al. [55] does not only propose to use smallerfrateie spaces at the
Access Point but also smaller contention windows for domknfiows. However,
their mechanism lacks flexibility as it uses fixed parameters

Abeysekera et al. [57, 58] show that the general DCF is lengrtunfair.
Therefore, a mechanism is proposed where the minimum cihoewindows
of the AP are adapted according to the number of flows. In ashtthe con-
tention windows of the stations remain constant. The reslilow that a perfect
fairness with a JFI of 1 is achieved between uplink and doweflows. However,
the results were performed using similar traffic streamspiand downlink di-
rection. It would be interesting if the fairness can stilldmhieved with different
traffic streams. The work is extended in [59] to provide fagsin IEEE 802.11e
networks. The authors claim that even in a network with serdifferentiation,
fairness can be achieved between downlink and uplink béstt éows. How-
ever, only unfairness between uplink and downlink traffievBcare considered
without taking a look at the unfairness between differeninkgraffic flows.

Fang et al. [60] try to achieve fair medium access in IEEE BD2d-hoc net-
works with hidden nodes. Thereby, each station measurdwdsghput and the
throughput of other stations by evaluating the RTS, CTS datd frames. A sta-
tion doubles its contention window if its obtained throughs larger than its
fair share to ensure that other stations have a better charget medium ac-
cess. The presented mechanism can easily be adapted teeaghieax-min fair
throughput share. Another paper working on fairness inledésead-hoc networks
is written by Malli et al. [61]. Similar to Fang et al. [60],etcontention windows
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are adapted to improve the throughput and to achieve farae®ng different
flows. Their mechanism is not only applicable to wirelesswoeks without ser-
vice differentiation, but can also be applied for EDCA-ltheetworks. Thereby,
fairness is achieved between flows of the same priority.

Unfairness of TCP over WLAN

The TCP unfairness between uplink and downlink conneciimigLANS is pre-
sented in [62—64]. It is shown for different traffic modelattthe downlink flows
tend to starve. Park et al. [62] claim that the starvatiorissed by both the TCP-
induced and the MAC-induced unfairness. Pilosof et al. fB8pose to solve the
problem by increasing the buffer size at the Access Point/tddapacket loss
due to buffer overflow. Similar to this paper, Thottan et &d][identify the equal
access probabilities of the Access Point and the statiotieasason for the TCP
unfairness. However, it is shown that an increased buffer does not solve this
problem and propose an adaptive EDCA parameter set.

Another paper about TCP unfairness is presented by Blbfatazzi et
al. [65]. Itis claimed that downstream TCP connectionsesufecause of arising
congestion and corresponding packet losses happening oiothinlink buffer at
the Access Point. Furthermore, for upstream TCP connesttbe Access Point
has to transmit the TCP acknowledgments which are delayedosh because
the Access Point cannot access the medium with a priorityenithan other sta-
tions. Leith et al. [66] look at the TCP fairness for upstreffows too. It is shown
that the TCP acknowledgment is delayed using the standafd &Cess mech-
anism. However, a scheme is proposed for how to prioritizeAhcess Point
by using a different parameter set for the medium access a@dpo the IEEE
802.11e recommendations. The proposed mechanisms agd tasan experi-
mental scenario and the results can be found in [67].

Further TCP unfairness observations are made by Jian anu [68F Using
ns-2 simulations is is shown that fairness between nodesndispon the dis-
tance and the difference between carrier sensing and tissismrange. A Pro-
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portional Increase Synchronized Multiplicative Decre@RESD) mechanism is
proposed to ensure not only fairness but also weightedesérin CSMA/CA
networks.

Keceli et al. [69] claim that over a sufficient long intervisIAC layer fairness
is achieved in IEEE 802.11 networks. However, this MAC lafg@mess does
not translate into achieving per-flow transport layer fags as the AP can only
transmit as many packets as each station per time interviéé Whving more
connections. In contrast to Kim et al. [53] and Jeong et dl],[the IEEE 802.11
backoffs are not changed which is according to their opimiotpracticable with
today’s wireless hardware. Fairness is achieved betweemloidk and uplink
TCP flows by sending the TCP uplink ACKs only as often as the T&R of
downlink connections is sent. The ns-2 simulations showadhzerfect fairness
with a JFI of 1 is achieved.

The paper from Wu et al. [72] first compares unfairness betwseert and long
living TCP flows in several scenarios. Afterwards, the SaledPacket Marking
with ACK Filtering (SPM-AF) and the Least Attained ServideAS) mecha-
nisms are introduced. SPM-AF differentiates TCP data gacked TCP ACK
packets giving data packets a higher priority to enter thtdseck queue [73].
LAS gives higher priority to flows that have received lesv®errelative to other
flows [74]. Simulation results show that the JFI can be impcblay 20-40 % us-
ing either SPM-AF or LAS compared to the conventional drdpgaeue mech-
anism while also reducing the variability of transfer tinfiessmall files.

All papers focus on the discrepancy of delays and bufferfmueiprobabilities
experienced by the Access Point and the stations. A relasee ithat has not yet
been investigated is another kind of unfairness resultiog fdifferent collision
probabilities. Interestingly, the latter unfairness fissthe Access Point which
is contrary to the former. In the next subsections, we takmsec look on the
unfairness in terms of collision probabilities.
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2.2.2 Introduction to the Unfair Channel Access
Phenomenon

Similar to the related work, we first take a look at the JFI.rEfiere, a simulation
is configured using the OPNET Modeler [75] simulation erviment with the
IEEE 802.11g WLAN model. Voice stations using the ITU-T GL{Z6] voice
codec with a packet size of 640 bits and an inter-arrival torh&0 ms are com-
municating with an Access Point. We decided to use this voarkec because
it is widely implemented in VoIP WLAN phones. Other codedslthe ITU-T
G.729 [77] would lead to similar results. The correspondiam fairness indices
for the voice scenario are shown in Figure 2.8(a). AlthouwhJFI is defined to
evaluate the fairness in terms of throughput, we use thealFévaluating the
fairness in terms of collision probabilities. The JFI is qarted over an interval
of 100 seconds, i.e., the complete duration of each sinamatin, and the simu-
lations are repeated 50 times. Thus, long-term fairnessrisidered. The figure
shows that for up to 9 voice stations, the IEEE 802.11 netuabsolute fair in
terms of collision probabilities. If the number of statiaadgurther increased, the
WLAN becomes more and more unfair and when 30 voice statimmactive in
the system, the JFI decreases down to 0.18. Concluding, ohe timne WLAN is
loaded, the more unfair is the resource distribution.

In order to evaluate if the resource distribution is alsaimfrthen using TCP
downloads, a scenario is set up with 1 to 16 stations dowimgati500 Bytes
TCP packets from an Access Point. The downloads are configorsaturate
the WLAN. Access Point and stations are set with three diffemXOP Lim-
its, one MSDU, 1504s, and 3008:s. The resulting Jain fairness indices of the
collision probabilities are shown in Figure 2.8(b). With X@P Limit of one
data frame, the system is fair up to 8 TCP downloading stataomd decreases
only down to 0.5 for a 16 stations scenario. However, wheregsing the TXOP
Limit, the resource distribution already becomes unfaiewmore than 5 stations
are downloading. The reason is that with an increased TX@#tLihe number
of contention slots per time interval decrease. Thus, m@oss compete for
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with bi-directional UDP flows. downlink scenario.

Figure 2.8:Unfairness between stations in terms of collision proligbivith a
0.95 confidence level.

channel access during each contention phase, resultingiirceeased collision
probability and an unfair resource distribution.

We now further analyze the reasons for this unfairness. iScetid, we set up
a scenario with 25 voice stations and evaluate the collipirmbabilities of all
stations and the Access Point over time. Figure 2.9 degietsiverage collision
probability of the scenario during the steady-state phake. packet collision
probabilities are calculated using an interval of one sd@d a moving average
over 20 values. The figure shows the steady-state phaseadftersient phase of
30 seconds.

The collision probabilities measured at the AP are justwel® % and the
lowest in the network. The collision probabilities of theat&ins range from
around 10 % up to over 24 %. The reason for the different éofliprobabili-
ties of the stations lies in the phase pattern. An example fohase pattern is
shown in Figure 2.10. As the voice packets follow a deterstiimiarrival pro-
cess with an inter-arrival time of 10 ms, the collision proitiies of each station
depend on the start time of the voice conversation. In thedidour stations re-
ceive their voice packets from the upper layer almost at émeestime and thus
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0.0
630 40 50 60 70 80 90
simulation time (s)

Figure 2.9:lllustrating the unfairness between Access Point andostati
compete against the other three stations for medium acthissclearly results

in higher collision probabilities for these four statiorsmpared to other stations
competing only against one station or against no otheiostati all.

TV
| mtevall | ntevalz | Inteval3 | Time

Figure 2.10:Phase pattern illustration of voice traffic.

The difference in collision probabilities of the AP and that®ns can be
traced back to the unfair channel access. A random statimpetes against 24
stations and the Access Point for channel access when akplaae random. On
the other hand, the Access Point competes against 25 stali@eems that ev-
ery network entity has to compete against 25 others. Howexern considering
the number of packet transmissions, the AP competes agdinsansmissions
(one from each station) and each station has to competestd&@mpacket trans-
missions (24 from the other stations and 25 from the AP). heotvords, the
probability of a frame collision upon a channel access o&tt is significantly
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higher compared to the collision probability of the AP. Téiplains the different
collision probabilities of a single station and the AccessPseen in Figure 2.9.
Nevertheless, this unfairness explanation just holds wihestations are not sat-
urated. In the following, we evaluate this unfairness in endetail, first for the
DCF and then for the EDCA.

2.2.3 Unfairness of the DCF

The simple simulation scenario above has shown the un&srhetween voice
stations and Access Point in terms of collision probabilitythis section, we
try to explain this unfair channel access phenomenon by alytical model
for the voice traffic scenario. The results are compared aishmple MATLAB
simulation and a detailed OPNET simulation. The MATLAB slation includes
the CSMA/CA mechanism without regarding extensions of t@é&Dr influences
from other layers. In contrast, the OPNET simulation inelsithe complete DCF
with all its extensions and simulates all layers of the ISSV/@rotocol stack.

Unfair Channel Access Using Voice Traffic

To explain the unfair channel access, a simple analyticalahis used. Firstly,
the access probabilities of AP and stations are calculaidtbwt considering
packet retransmissions due to collisions. These accebalgtities are then used
to calculate the collision probabilities. The resultingwher of retransmissions
from the collision probabilities are needed to recalcuth&eaccess probabilities.
Thus, a repeated substitution of collision probabilitind access probabilities is
applied to get an approximation of the collision probaleitit

Let us now define the algorithm in more detail. We consideremario with
N stations and one Access Point. Stations and Access Poinbammunicating
symmetrically. LetA = 10 ms be the frame period of the voice application.
Further, letR be the number of slots between two packet arrivals. Accgrtn
the IEEE 802.11g standard, the length of a single si#tis. The slots can either
be used for packet transmissions, interframe spaces, terdan.
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Assume that all stations and the AP are able to transmit ffeeikets within
the interval A. This means that every station transmits one packet duhiisg t
interval and the AP transmitd’ packets. So, during interval, 2 - N packets
are transmittedX slots are needed to transmit one packet, including ACK, SIFS
DIFS, and the packet transmission itself. This means thanglinterval A, the
remainingR — 2 - N - X slots are available for contention. The parameters are
illustrated in Figure 2.11.

‘ A: Interval between two voice packets at station i #

lul X Lo i x Tl x Wil X 1‘ g

I ;
Slot Time

X: Number of slots for one packet transmission
(DIFS+Data+SIFS+ACK)
R: Total number of slots during interval A

Figure 2.11:Parameter illustration of the analytical model.
Now, the access probability and collision probability cachlculated using a

repeated substitution. The iteration starts by calculative access probabilities
assuming that no collision occurs on the channel. This teguthe probability

1
PP R N-D) X (2:3)
that a station accesses a given slot and the probability
N
pap = (2.4)

R-(2-N-1)-X

for the Access Point to access the medium. The numeratorsstiwvnumber
of packets that have to be transmitted and the denominatarides the num-
ber of available slots. One transmission is subtractedusecthe station or the
Access Point whose access probability is calculated hagetdtransmitted its
packet. Having defined the initial access probabilitieefiteration process, the
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independent collision probabilities can be calculated as

gs=1—(1—par)-(1-ps)" ' and (2.5)
gap=1-(1-ps)", (2.6)
whereg; is the collision probability of a station ang p is the collision proba-
bility of the Access Point. As the Access Point competesragaill stations, the
collision probability is calculated using the access philitg of the stations. A
station on the other hand competes against all other ssatiod against the Ac-
cess Point. Therefore, we have to take both, the accesshilibbaf the stations
excluding ourselves and the access probability of the AcPeint into account.

Using the collision probabilities, the access probaketittan be redefined, but
before, the mean number of collisions have to be estimatied.nlimber of re-
transmissions needed for a successful packet recepticaidalated using the
geometric distribution. Thereby, the mean number of reguietransmissions is

X5 = E(Geom(gs)) = 1 zsq (2.7)
for the stations and
Xap = E(Geom(qap)) = J]i (2.8)
—qap

for the Access Point. The retransmissionMfpackets results in an N-fold geo-
metric distribution or in

N - qs

Y, = E(NegBin(qs, N)) = T4 (2.9)
for all stations and in
N -
Yap = E(NegBin(qap)) = ﬁ (2.10)

32



2.2 Unfairness in Infrastructure Networks

for the Access Point. Assuming that two or more packetsdm|lihe mean num-
ber of collisionsK can be defined as

N-qs 4 N-gap
K o ’V 1-gs 1-qap “ , (2.11)

2

where the denominator is the minimum number of collidingke&s of all sta-
tions and the Access Point. From this approximation of thameumber of
collisions, the remaining number of slots available for teotion are recalcu-
lated withR — (2- N — 1+ K) - X and the new probability that a station and
respectively the Access Point accesses a slot is deterraged

s Jrl
= 1-de and (2.12)
PR 2 N-1+K)-X
N - g4AP +N

l1—qap

R-2- N-14+K)-X'

pap = (2.13)
Finally, we can iterate betweenandp, using Equation (2.3) and Equation (2.4)
as the initial access probabilities.

In order to validate the results from the analytical moded,performed simu-
lations using MATLAB and OPNET. The parameters for the satioh and the
analytical model are shown in Table 2.6.

The results from the analytical model and the MATLAB simidatare illus-
trated in Figure 2.12(a). The 95 % confidence intervals téarh 20 simulation
runs with different phase patterns. The x-axis shows theteurof voice stations
and the y-axis illustrates the collision probabilities r@ged over all stations.
Two observations can be made from this experiment. Firsthgveals that the
analytical model and the simulation fit well. The second olen is that both
the analytical model and the simulation reveal the unfasnieetween Access
Point and stations. For 24 stations, the collision prolitgtoFf the Access Point is
around 5.5 % and for the stations around 10.5 %. A furtheeeme of the number
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Table 2.6:Simulation parameters.

Parameter Value
\oice frame duration 10ms
WLAN standard IEEE 802.11g
Data rate 54 Mbps
Control data rate 24 Mbps
Slot length Qs
DIFS time 28us
SIFS time 1Qus
CWmin 15
CWmax 1023
Packet length 960 bits+header
ACK length 112 bits+header
Signal extension fs
AP buffer size 4,096,000 bits

of voice stations would lead to false results of the MATLABsiation, because
as it is programmed close to the analytical model, the assamghat all packets
can be transmitted within an interval would not hold anymore

For the OPNET simulation, the number of voice stations cathéu be in-
creased up to 27. In a scenario with more than 27 stationspibe connections
cannot be established because of a high packet loss. IneFgu2(b), the OP-
NET simulation results are compared to the results from ttadyéical model.
The figure reveals that the collision probability of the gtiahl model is higher
than that of the simulation, especially when the networloisat its capacity lim-
its. This effect results from immediate transmissions. &ish can immediately
transmit a packet when itis idle for at least DIFS and thepikes a packet from
the upper layer. In heavily loaded networks, the number ofiédiate transmis-
sions decrease. This is the reason why the collision prétiebiof the analytical
model and simulation match well under high load. Howeverfiture also shows
the unfairness between the Access Point and the station®7FRtations, the col-
lision probability of the Access Point is 8.23 % and for thetisins 15.68 %.
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Figure 2.12:Unfairness between AP and stations.

Unfair Channel Access for TCP Flows

All results, the OPNET simulation, the MATLAB simulatiométhe analytical
model show the unfairness in WLAN for bi-directional voiceffic. In this sub-
section, it is evaluated whether the unfairness betwegiossaand Access Point
also occurs for TCP traffic. Therefore, saturated downstré&P traffic is con-
sidered. This means that the Access Point is continuowsginitting TCP pack-
ets and the stations acknowledge only every second TCP didwpdicket. The
packet size for the downlink packets is set to 1500 Bytesh\alit headers, the
MAC acknowledgment frame, and the interframe spaces, 33 ate required for
transmitting one TCP packet. TCP acknowledgments req@irgldts for trans-
mission. We use TCP Reno which means that fast retransmfaancecovery are
applied. This helps to sooner recover from packet loss bes dot influence the
unfairness considerations. Further parameters for thesii@®ations are shown
in Table 2.7.

The simulations were performed using both OPNET ModelerMAGLAB.
Thereby, similar to the voice scenarios, the OPNET simutegiccounts for the
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Table 2.7:Parameters for the TCP simulations.

Parameter Value
Application saturated TCP
Packet size 1500 Bytes
TCP receive buffer 65,535 Bytes
Fast Retransmit enabled (TCP Reno)
MTU WLAN (2304 Bytes)
WLAN AP buffer 1024 kbits
WLAN station buffer 102.4 kbits
CWmin 15
CWmax 1023

complete protocol stack with a detailed TCP model and the BXiénsions and
the MATLAB simulation only considers CSMA/CA and a simple F@mula-
tion. The TCP emulation is a saturated TCP traffic flow wheerygecond TCP
packet on the downstream is acknowledged with one TCP adkdgwent on
the upstream.

An analytical model for explaining the unfairness phenoameim a TCP traf-
fic scenario is rather complex. The analytical voice traffmdel cannot be used
directly, because the packets do not arrive in fixed intereasid especially the
TCP acknowledgments from the stations depend on the tréeshgackets on
the downlink. Therefore, only an approximation is made gigin iteration pro-
cess similar to the voice model. Assuming that the AccesstiPosaturated and
the backoff is calculated between 0 and the contention wiridaevery backoff
interval, the access probabilities can be calculated using

1
P = N oW 1 2 (2.14)
1
SR N— 2.15

The access probabilities of the Access Point result fronfabethat it tries to
transmit a packet in every contention phase. In contrastatéos only tries to

36



2.2 Unfairness in Infrastructure Networks

access the medium in every second fraiiés again the number of stations in the
system. From this starting point of the iteration procdsscbllision probabilities
are calculated similar to the analytical voice model with

gs=1—(1—pap)-(1 —pS)N_1 and (2.16)
gap =1— (1 —ps)". (2.17)

Now, the access probabilities for the stations can be reztbfis

g 1 2.18
P = T N CWoin + 1 (2.18)
and the probabilities of the Access Point as
gAP Jr 1
l1—qap
= 2.19
par CWonin + 1 (2.19)

The factoro depends on the average number of packets which are traedmitt
before the Access Point or the stations get a transmissiooromity. As it is not
possible to exactly estimate this factor, it is fitted to theves of the simulation
results and set to = 2.

The collision probabilities from the simulations and thalgtical model are
shown in Figure 2.13. On the x-axis, the number of TCP statierincreased
from 1 up to 16 and the y-axis shows the average collisiongiibity. The figure
reveals that the simulations and the analytical model matite well. Further-
more, the figure shows that the collision probability of thecéss Point is not
influenced by the number of stations. In contrast, the ¢otliprobability of the
stations increase with an increasing number of stationi§ aigbnstant level of
around 14.4% is reached. If we compare the collision prdibali of the bi-
directional voice scenario and this TCP scenario, the tmdas between Access
Point and stations becomes even more obvious. The collsmvabilities of the
stations is 2.6 times higher than the collision probak#itof the Access Point.
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Figure 2.13:Unfairness between AP and stations using saturated TCfe toaf
the downlink.

2.2.4 Unfairness of the EDCA

With the introduction of the IEEE 802.11e standard and th©PX.imit, the un-
fairness between stations operating at different loadegdd The TXOP Limit
defines the time a station is allowed to transmit packets mwaafter it gained
access to the medium. The packets are only separated bykhevdedgment
frame and a short interframe space. For our scenario, trassnthat the Access
Point can transmit more than one packet, up td\ajpackets for theV stations,
after gaining access. Comparing the results from the pusvgection, the ac-
cess probability and collision probability of the AccessrPaecrease. This in
turn leads to the effect that more stations can be suppogeaiuse the wireless
medium is better utilized. However, the unfairness betwstations and Access
Point increases.

Influence of the TXOP Limit on UDP Voice Traffic

This time, the unfairness is shown by means of OPNET sinarlatonly, as it is
rather complex to create a simple model to show the influehtteed XOP Limit
on the fairness. The parameters for the simulations are skeetvalues specified
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in Table 2.6 and the TXOP Limit for the voice queue is set tolx) With these
settings, a maximum number of 32 voice stations can be stgzpor

The results in Figure 2.14 reveal on the one hand that thisiooilprobability
in both directions decreases compared to the results frgor&2.12(b). On the
other hand, the unfairness between Access Point and statioreases. While the
average collision probability of the Access Point increasely slightly with an
increasing number of stations, the collision probabsitié the stations increase
from around 2 % for 20 stations up to 23 % for 32 stations.
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Figure 2.14:Unfairness between AP and stations with a TXOP Limit of 1564

Unfairness in Terms of Contention Delay and Delay Variation

In order to show that not only the collision probabilitiesfeli between the Ac-
cess Point and the stations, we take a look at the unfairmeteyms of con-
tention delay. The contention delay starts when the packet position zero
of the queue and ends when the acknowledgment frame is sfiggseceived.
The contention delays are simulated with the same settaigsZubsection 2.2.4.
Figure 2.15(a) depicts the average voice contention d&tagompare the con-
tention delay of the stations and the Access Point, we do ongider the con-
tention delay of individual packets but the contention ged&individual trans-
mission opportunities. Doing this, bursting effects froigufe 2.14 are excluded
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and thus, solely the medium access time is considered. Tibetiged Access
Point exhibits contention delays that are up to 7 ms lowar tha corresponding
contention delay of the stations.
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(a) Contention delay. (b) Delay variation.

Figure 2.15:.Unfairness between AP and stations with a TXOP Limit of 1564

There are two reasons for the lower delay at the Access Pdiatfirst reason
is that only up to 13 packets fit into one transmission burdtib80 stations are
active in the system, the Access Point has to transmit at 8ebsrsts. With the
transmission of these 3 bursts, the average collision pibtysof the stations is
larger than the collision probability of the Access Poimte £quation (2.3) and
Equation (2.4). The second reason is that the transmisgiarpacket from the
station is delayed for at least the TXOP Limit if the AccessnPbas gained
access prior to the station.

Now, we want to see if the unfairness phenomenon is alsolgigilthe delay
variation. The IETF [78] defines the delay variation of a pdipackets within a
stream of packets as the difference between the one-way dethese packets.
AssumeP1 and P2 to be two consecutive MAC packets, and the time stamps at
their source and destination stations 8ig S2 and D1, D2, respectively. Then,
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the delay variation is calculated as
delay variation = |(D2 — D1) — (52 — S1)|. (2.20)

Figure 2.15(b) exhibits the increase of voice delay vasiafor both the sta-
tions and the Access Point when increasing the number of&timtions. We
notice the difference between the delay variation of thémsta and the Access
Point similar to the contention delay. The delay variatibtha Access Point ben-
efits from the frame bursting feature because queuing at toegs Point rises
the more voice stations are associated to it. Queuing aestations is not that
pronounced. Consequently, bursts of voice frames on thenlifdeareduce con-
tention delay and therefore, reduce the variability of thelket delay.

Influence of the TXOP Limit on TCP Traffic

Finally, the influence of the TXOP Limit is evaluated for TCBvik. The TCP
traffic model from Subsection 2.2.3 is used for the simutetid-igure 2.16 ex-
hibits the average collision probabilities for three diéfet settings of the TXOP
Limit, one MSDU, 1504.s, and 3008.s. With a TXOP Limit of 1504us, up

to 4 TCP packets can be transmitted in one burst after thes&deeint gained
access to the wireless medium and up to 8 TCP packets canrisenitted in a
burst using a TXOP Limit of 3008s. The Access Point recognizes a collision
right after the first packet of a transmission burst is trattech and stops the
transmission of the following burst packets.

The figure reveals that an increasing TXOP Limit decreasesdHision prob-
ability for both the Access Point and the stations becauseadtieess probability
of the Access Point decreases. However, the unfairnessbatthie stations and
the Access Point remains the same. Therefore, we can cenitlatitransmission
bursts do not resolve the unfairness phenomenon neitheoifwe UDP flows nor
for TCP flows.
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Figure 2.16/mpact of the TXOP Limit on the collision probabilities of FC
flows.

Concluding this section, we have to point out that this unfss has to be
taken into account when performing load or admission coimrV/LAN. Mea-
suring the load in terms of collision probability only at tAecess Point does
not reflect the overall situation of the WLAN cell. Thus, tdieste the load in a
WLAN cell and to perform admission control, the situatioreafch station is re-
quired. Therefore, we present a feedback mechanism in tieseetion which is
used to estimate the current load and to reveal QoS problénesletime flows.
Using these measurements, we propose a parameter adaptaichanism.

2.3 Dynamic Contention Window Adaptation

The QoS extensions published in the IEEE 802.11e [40] amentim late 2005
enable service differentiation but do not guarantee a Bp&goS level for real-
time users. One reason for this is the lack of a load controMW&ANs. Fur-
thermore, resource efficiency has severely decreasedgtnithe service differ-
entiation extension due to the use of small and static Chagwess Parameters
(CAPs). As a result, time-varying loads cause heavily vangontention levels
leading to an inefficient channel usage. In the worst caaffictiperformance is
degraded and QoS requirements cannot be met.
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In this section, we propose a measurement-based parardafgation scheme
which succeeds in achieving a much better resource efficiaacompared to
the standard. At the same time, service differentiation &ntained and even
QoS guarantees can be given to a certain extent. Resoumergfij is achieved
through a dynamic CAP adaptation process according to tliergichannel con-
tention level at runtime. Updates of the CAPs resulting fradaptations are
broadcast via beacon frames. The mechanism is called Dgr@onitention Win-
dow Adaptation (DCWA). It achieves resource efficiency bgating an appro-
priate contention window with respect to the current chhopatention. Thus,
voice flows significantly improve, become more robust, amdséitl protected.

2.3.1 Related Work

Contention window adaptation techniques in the literatame be mainly divided
into Multiplicative Increase / Multiplicative Decrease (MD) and Additive In-
crease / Additive Decrease (AIAD) schemes. The authors3{§2] use MIMD.
The multiplication factor is either defined by a function bétpriority and the
collision rate, or simply by using a fixed value. The authdrf88—85] use AIAD
and determine additive changes of the contention windoautsin the collision
rate, the priority, the distance between the minimum cdi@erwindow and the
maximum contention window, or simply use fix values. The clemMIMD and
AIAD methods estimate the ratio between the collision rate #he contention
window size.

Further, there are differences of how to change the comtemtindows based
on measurements. A common method is a threshold-basedaapd@0-83, 86].
An alternative to this is to define the contention window dilgas a function of
parameters such as the collision rate, the number of s&@onl the priority [79,
84, 85]. The problem with the latter methods is that the patancorrelation for
the contention window adaptation is not clear. Kim et al] [p3oritize the AP
over the stations by shortening the interframe space froRS0b PIFS just for
the AP. Due to the lack of flexibility of this approach, Abelse et al. [57—
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59] propose a mechanism which adapts the minimum contentiodow of the
Access Point. The window is adapted according to the nunftgovenlink flows,
so that the system does not require a feedback from therssatiothe previous
section, we have seen however that measuring at the AP oglytheiad to false
results.

Cali et al. [87, 88] analytically derive the optimal content window for a
given channel contention level. However, the approachiresjan accurate esti-
mation of the active number of stations and the distributibthe frame length.
Toledo et al. [89] also adjust the contention window para&mseby estimating
the number of competing stations in the network. A simplénenilgorithm is
proposed to estimate the number of competing stations hasdéde sequential
Monte Carlo method. A similar approach is proposed by Ge §@]. The num-
ber of competing stations in the system is estimated andahistion windows
are adapted in such a way that a pre-specified targeted thpatigatio among
different service classes is achieved.

Gopalakrishnan et al. [91] increase the performance of a Wb using a
concept similar to the TXOP Limit. The Access Point aggregatultiple packets
into one large MSDU. The WLAN MAC layer then divides this lary)ISDU
into smaller fragments. Once the Access Point acquiresighéto transmit, all
fragments are transmitted in a burst.

The next section introduces our approach, the dynamic ntatewindow
adaptation algorithm.

2.3.2 DCWA Algorithm

The DCWA dynamically adapts the contention window boundsport a max-
imum number of flows with a minimum access delay. The paranused for the
contention window adaptation is the maximum number of nstmgissions per
packet per beacon intervdl;*“*. Simulations showed that the number of re-
transmissions is suitable to reflect the current conterdieel in the cell. We first
explain how the Access Point collects the number of retrésson per station

44



2.3 Dynamic Contention Window Adaptation

per beacon intervaR; s in practice. Afterwards, we show the adaptation of the
control parameters with the help &"** and illustrate the mechanism.

Reporting the Average Number of Retransmissions to the AP

In WLAN, the Access Point distributes the channel accesarpaters CWmin
and CWmax with beacon frames. Therefore, it is most conweri measure
the number of retransmissions there as well. If we can asshateeach station
including the AP experiences a similar collision rate anldyléhen we could rely
on measurements at the AP. However, as we have seen in theysreection,
the AP can behave very differently compared to its assatisti@tions. Due to
queuing and contention effects that are differently prowed at an individual
station and the AP, the collision probabilities and delays eary significantly.

The collision probability perceived at the AP and at a statian differ up to a
factor of three, cf. Section 2.2. This means that a contentiodow which is effi-
cient regarding the number of retransmissions of the AP mggile high number
of retransmissions at its associated stations, leadingptmaoverall channel uti-
lization. We can cope with this unfair channel access usigxplicit feedback
mechanism from the stations. The feedback contains measeute of their indi-
vidual retransmission probabilities and is transmittethenWWLAN header block.
Based on that feedback, the AP is able to make reasonablentimmt window
adaptation decisions and broadcasts the new parameteeador frames. The
mechanism is illustrated in Figure 2.17.

The feedback table at the Access Point contains feedbaok éach station
s € S, whereS is the set of all stations in the cell. A feedback valag, refers
to the smoothed average number of retransmissions thratigkeacon interval
at stations. Then,R;"*® in beacon interval is defined by

R = Zleag(Ri,s). (2.21)
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Figure 2.17:Feedback mechanism supporting EDCA parameter adaptation.

The valueR]*“* reflects the average number of retransmissions per packet of
the worst station within the network. The collision probipiof the AP is not
taken into account as it is always lower th&"““. The DCWA algorithm at the
AP determines an appropriate contention window base®@fi”. Updates of
the EDCA parameter set, including AIFS, CWmin, CWmax, andJPXLimit,
are then distributed via the beacon frame throughout thearkt These updates
include both the voice and the best effort access categoayrers.

The DCWA algorithm controls the contention parameters CWrand
CWmax to keepR;*“* within a target range over time, independently of the cur-
rent network load. The stability and efficiency of the medtiamis determined
by the following four parameters:

e 0y, high control threshold
e 05, low control threshold

e 7: inter-adaptation time, minimum time between two conseewdapta-
tions

e M: memory of the Time-Exponentially Weighted Moving Average
(TEWMA) and smoothing factor foR;"** [92]
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2.3 Dynamic Contention Window Adaptation

0n: and6;, determine the thresholds for the contention window adegstat
WheneverR*** exceeds the higher threshold, the contention windows afcall
cess categories are increased. The contention window pteesvare increased as
long asCWmin [AC_V O] does not exceethazCWmin [AC_V O]. In case
R;*** drops below the lower control threshdlg,, CWmin and CWmax of both
access categories are decreased. They can be decreabédiintiin [AC_V O]
reachesninCWmin [AC_V O]. After a contention window adaptation, the al-
gorithm waits for the duration af before changing the contention window again.
The rationale behind this is to wait until effects of the @mion window change
have an impact ofi®;"**.

In order to preventR;*** from oscillation, R;*““ is not only the maximum
number of retransmission of the last beacon interval, keisthoothed average
number of maximum retransmissions. The smoothing falgtatetermines the
decay of the measured values and thus the agilitRgf“. A small M means
that only lately reported collision probabilities are ciolesed, which means that
R*** quickly reflects the recent contention status. With a largleer of M, it
will take longer until fundamental changes of the contansitatus are indicated
by R;*“*. The exact definition oM is given in Subsection 2.3.3.

Algorithm 1 describes the DCWA in detail. Before broadaagta beacon
frame, the AP performs the DCWA procedure. The maximum vaj&® of
the reported feedback in the hash table serves as an inpaibhesfor the DCWA.
Initially, the AP distributes the default IEEE 802.11e paeders.

The contention windows are updated - increased or decreadedending
on the current value oR;"***. The contention windows are always updated for
all service classes in order to maintain the prioritizati@tween high and low
priority traffic flows. An update can be repeated after therkatdaptation time
has elapsed.

An illustration of the DCWA algorithm and its parameters f©wn in Fig-
ure 2.18(a). The x-axis shows the simulation time in secomtie left y-axis
marks the maximum number of retransmissions per packetagktcond y-axis
illustrates the currently used CWmin. The figure points bat the DCWA keeps
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Algorithm 1 DCWA Algorithm.

. R maximum number of retransmissions per packet in beacenviaiti
: Oy high control threshold triggering CW increase

: 010: low control threshold triggering CW decrease

: maxCWmin [AC_V O]: maximumCWmin [AC_V O]

: minCWmin [AC_V O]: minimumCWmin [AC_V O]

last CW update time: time of the last contention window update

. 7. inter-adaptation time, minimum time to elapse before tiet npdate

=

© O NDUAWN

: if (current time — last CW update time) > 7 then

if R**® > Op; and CWmin[AC_VO] < mazCWmin[AC HP)]

then

11 CWmin[AC_VO] =2 -CWmin[AC_VO] +1

12: CWmaz [AC_VO] =2-CWmaz [AC_VO] +1

13: CWmin[AC_BE] =2-CWmin[AC_BE]+1

14: CWmaz [AC_BE] =2-CWmaz [AC_BE]) +1

15:  else if R*** < 0;, andCWmin [AC_V O] > minCWmin[AC_V O]
then

16: CWmin[AC_VO| =

17: CWmaz [AC_VO] =

18: CWmin[AC_BE] =

19: CWmax [AC_BE] =

[N
=4

—~

CWmin[AC_VO] —1)/2
CWmaz [AC_VO]—1)/2
CWmin[AC_BE] —1)/2
CWmax [AC_BE] —1)/2

PN

20: else

21: channel contentio®;"*” is within target rang#;, < R{"** < 0,
22:  endif

23: end if

R{™** within the target range betweéh; and6,,. Larger contention windows
lead to smaller collision probabilities, but to longer esxeéelays. Smaller con-
tention windows lead to a higR;*“* and to a waste of available resources.

To show the performance gain of the DCWA compared to the stahset-
tings, we implemented the DCWA algorithm into the OPNET dation envi-
ronment. Voice stations using the ITU-T G.711 [76] voice @pdre configured
with the IEEE 802.11g standard and a data rate of 54 Mbpsré&®@i8(b) shows
the increased capacity when using DCWA. The y-axis marksitineber of sup-
ported voice stations whose QoS requirements can be metin§tevith a con-
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Figure 2.18!llustration of DCWA and its impact on the number of suppdrte
voice stations.

tention window of 3/7, the DCWA algorithm increases the eotion window
when more stations enter the system, untilzCWmin [AC_V O] = 63/127
is reached. A further increase of the contention windows awe result in more
supported voice stations because of large contention slelay

In addition to the increased performance when using the DG\garithm,
the figure also reveals that the number of supported voitessas not fixed for
one setting. This was however shown in [93-101]. The readontive number
of supported stations cannot be exactly defined is the phaiserp as already
indicated in Section 2.2. When several voice stations #tait transmission at
the same time within one voice frame, the collision probaéd due to same
backoffs increase which lead to a lower humber of supportéck\stations.

2.3.3 DCWA Parameter Evaluation

The DCWA algorithm can be configured by four parametgys 6., 7, and M.
In the following, we identify good values for these parametie practice. In
order to evaluate the impact of a single parameter on themsyperformance,
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the concerned parameter is varied in a value range whildthgéipe other three
parameters fixed.

The simulations for the parameter studies are based on Efe 882.11g stan-
dard with a saturated traffic model. The intention of the sz saturated traffic
model is to get an idea of the general system behavior. Aostatinfigured with a
saturated traffic model always has a packet to transmit mgahat the transmis-
sion queue is never empty. In the following evaluations pheket size is chosen
according to the ITU-T G.711 voice packet size. The transiois are started
uniformly distributed within an interval of 100 ms. All stabs have the same
priority and use the highest priority access category, AG, #r their transmis-
sions. The duration of an individual simulation run is 100teveas the first 20 s
are considered as the transient phase. The simulationeeeted five times and
a 90 % confidence interval is shown in the figures.

Influence of 0y,;

The first parameter to be evaluateddis, which is the high threshold for the
contention window adaptation. It represents a limit for thaximum tolerable
average number of retransmissions per packet over albstain a WLAN cell.
There is a trade off between the collision probability arelplerformance which
can be tuned by the choice of a suitable contention windowhdfcontention
window is chosen too small, many stations compete for theesmamsmission
slot. Choosing the contention window too large wastes shatsare not used for
any transmission. Hence, to achieve an optimal system npeaftce, a certain
level of retransmissions per packet is required. In ordesttly the influence
of the thresholdg;,; is varied from 0.1 to 0.5. The other DCWA parameters are
fixed and set t@;,, = 0.05, 7 = 1 s, andM = 1. Other parameter combinations
were simulated as well, but they showed the same behaviothenefore, only
selected parameter combinations are presented.

For the parameter evaluation, all stations start with tht@lrcontention win-
dows of CWmin[AC_V O] = 3 andCWmaxz[AC_V O] = 7 and no bursting
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is used, meaning that the TXOP Limit of the IEEE 802.11e siethds set to
one packet. We distinguish between the transient phaseharstéady state and
evaluate appropriate measures in both phases. Duringahsi¢nt phase, new
stations start their voice calls and the DCWA adapts theerditn window until
the number of stations reaches a fixed level. The duratiohisfphase is influ-
enced by all parameters. The steady state considers thearae all stations
have started their voice call and there are only a few moreéeation window
adaptations until the end of the simulation.

Let us first take a look at the contention window as its sizeigmolled by the
DCWA algorithm. The development of the average CWmin sizéndithe steady
state phase is shown in Figure 2.19(a). The increasing mimicontention win-
dow with an increasing number of stations reflects the higetention when
many stations compete concurrently for medium accessdBgshis increasing
CWmin based on the number of stations, we can observe thairthlerd,,;, the
higher the minimum contention window is increased. Thearésthat for lower
0ri, the threshold is reached sooner and the contention winslenlarged.

The DCWA control mechanism is in a stable state when the systa@ches a
steady state and the contention window parameters are aoget by the DCWA
algorithm anymore. The stability depends on the choice @fgpropriate param-
eter set of all four DCWA parameters. If the control rangenaemnd;, anddy;
is chosen too narrow, the DCWA algorithm will never reachadk state. In this
case, the contention window suffers from oscillations. Al@vicontrol range en-
sures a stable contention window size where the DCWA algoriinly performs
a few adaptations.

An inappropriate change of the contention windows due tdsefsetting of
0. leads to a performance loss in terms of throughput as shofigure 2.19(b).
The figure depicts the impact @f,; on the average throughput during steady
state. Three observations can be made from the figure yrastincreasing num-
ber of stations lead to a decrease of the average throughpah s caused by
higher contention. Secondly, the larggr is set, the more stable is the throughput
when more stations are active in the WLAN cell. Finally, tierage throughput
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Figure 2.19:mpact of the DCWA parameté#r,; on the WLAN performance.

increases up to a value 6f; = 0.4. A 05, of more than 0.4 results in a lower

average throughput when few stations are active in themsyste

The influence ofd;,; on the contention delay is depicted in Figure 2.19(c).

The 99 % quantile is plotted as it is an appropriate way to ggaemeaning-

ful metrics. Long contention delays would just be considesie packet loss as
the information becomes obsolete. The contention delagases the larger the
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contention windows are set by the DCWA and the smaéligiis chosen. The rea-
son is obvious because large minimum contention windowdtieéarge average
backoffs resulting in high contention delays.

Finally, the impact of the DCWA on the packet loss during tlemsient phase
is shown in Figure 2.19(d). During this transient phaseketscare dropped due
to high contention. An average packet loss of up to 6.5 % caobserved and
even a slightly higher packet loss fér, = 0.1 which occurs due to CWmin
oscillations. During steady state, the packet loss ratgtiemely low and in an
order of magnitude from 0.01% to 0.1% on average. This is dicator for
the robustness of the DCWA and can be observed in all resultesimulation
series. Since the system is not experiencing an overalligimout gain for values
above 0.4, and having the objective to maintain a systemighsiiil sensitive to
traffic changes, a high control thresholdéaf = [0.3, 0.4] is recommended.

Influence of 6;,

After having found a suitable setting f6éf,;, the performance influence 6f, is
evaluated®;,; is now fixed to 0.3 and,, is varied between 0.05 and 0.25. This
lower control threshold),, represents the minimum empirical collision proba-
bility that is tolerable and is responsible for decreasimg¢ontention windows
as soon as the measured average collision probability dnogsrneatt;,. The
lower it is set, the lesser the DCWA responds to traffic flubtunes. This behavior
can be observed in Figure 2.20(a). Small value$;gpfresult in higher average
contention window sizes, while the highest vallye = 0.25 effects the smallest
average contention window size, but it effects as well tighést number of con-
tention window adaptations throughout the simulation. Téeson for the con-
tention window oscillation is the small control range betwé,;, andé;;. Both,

a too smalb;, and a too small control range, lead to performance degradati
terms of average throughput as shown in Figure 2.20(b). €kegderformance is
achieved when setting, to 0.15 or to 0.2. Using these values, the control range
betweery;, andf,; is large enough to prevent the system from oscillating.
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The 99 % quantile of the contention delays is not plotted &satways below
100 ms and only slightly affected l#},. Furthermore, we want to point out that
the average packet loss during the steady state phase & beld and partly
even belowl0~° for all settings o®;,.
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(a) Average CWmin size in the steady state.  (b) Average throughput in the steady state.

Figure 2.20:mpact of the DCWA parametéj, on the WLAN performance.

We conclude that the width of the control range should be adtle1 and
thus recommend to set the DCWA parameter8;to= [0.15,0.2] for a0,; =
[0.3,0.4].

Influence of M

Besides the two thresholds; and6,,, the memoryM has a significant impact
on the performance of the DCWA algorithm. Although the clelroontention

status changes very frequently in WLAN, we do not want to atfegcontention

windows based on short-term fluctuations. Instead, the D@WArithm should

react to real transient phases that are due to changed |oaitions. In order

to smoothly react on these changes, the Time-Exponentigdighted Moving

Average (TEWMA) introduced by Menth et al. [92] is used. THEWMA cal-
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culates the time-dependent means of a series of vatijes = 0,...,n and is
defined by

E[X](t) = S[NX—(]S) (2.22)

with S[X](to) = Xo andN(¢o) = 1. The sumsS[X](¢) and N (¢) are updated
by

S[X](t:) = S[X](ti—1) - e " *i7t-1) 4 X, and (2.23)
N(t;) = N(tiq)-e Y titi-n) 4 (2.24)

whenever a new valud; updates the measurement. Heyds the devaluation
factor. The memory of the TEWMA is

M:/ e vtar =1, (2.25)
0 0l

An exact half-life periodl’'y = @ of a value can be derived b§/ =e v7TH,
For evaluating the impact of the memaky on the performance of the DCWA

algorithm, the parameter settings listed in Table 2.8 aeglus

Table 2.8:Parameter settings for the evaluation of the menidry

DCWA parameter Value range
Oni 0.3
010 0.2
M 0.25,0.5,1.0,1.5,2.0,25, 3.0
T 0.17,0.35, 0.69, 1.04, 1.39, 1.73, 2.08
T 1.0s

Setting M to large values assigns greater importance to old valuele whi-
rent measured values are not reflected that soon. ConsggquleatDCWA algo-
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rithm reacts slowly to a changing channel contention statiish is shown in
Figure 2.21(a). The figure displays the average CWmin sizdifferent number
of stations in the system and for different memories of th&/NEA during the

transient phase. A large memory results in very large minincontention win-
dows due to too many successive contention window enlangesmEelowever,
when setting the memory too small, ely. = 0.25, the contention windows
exhibit an oscillating behavior resulting in an increaseerage minimum con-
tention window.
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(a) Average CWmin in the transient phase. (b) Average throughput in transient phase.

Figure 2.21:Impact of the memory/ on CWmin and average throughput.

The impact of the TEWMA memory on the throughput in the transphase is
shown in Figure 2.21(b). A large memory leads to very largerage contention
windows and thus to a very long waiting time before accesiaghannel which
decreases the average throughput. The best performamreisof throughput is
achieved with a memory of 0.5 or 1.0. Beside the throughpotedese, the large
contention windows cause long contention delays as shoWwigime 2.22(a) and
higher average packet loss as shown in Figure 2.22(b). &inwl the highest
throughputs, a memory of 0.5 or 1.0 achieves the smallestyslednd lowest
average packet loss. However, we have to outline that largenories slightly
outperform small memories during the steady state phase.
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Figure 2.22:Impact of the DCWA parametek! on the contention delay and
packet loss.

Concluding the results of the impact of the memory, we haymotot out that
the performance decrease using a higher sensitivity is milsginal during the
steady state phase, but the benefit of a more sensitive DC8ffonse during
the transient phase is large. Thus, we recommend a TEWMA meafdV/ €
[0.5,1.0].

Influence of ~

Finally, we want to evaluate the influence of the inter-adaph time. As we have
seen, the memory of the TEWMA and the inter-adaptation tireesaongly cor-
related. Thus, we have to find a proper adjustment of the twanpaters in order
to achieve a good performance with the DCWA algorithm. Asadiy mentioned,

7 defines the minimum waiting time between two successiveetdian window
adaptations. For evaluating its impagf, is set to 0.36;, to 0.2, and the mem-
ory M to 1.0. The inter-adaptation timeis varied between 0.25 and 4.0 seconds.
Figures 2.23(a)-(c) show the impact on the contention windonimum, the av-
erage throughput, as well as the average packet loss dimngansient phase.
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Figure 2.23:Impact of the DCWA parameter on the WLAN performance.

The figures reveal that the shorter the parameiferchosen, the larger are the
average minimum contention windows. In contrast to the nrgmd, this does
not result in performance degradation in terms of througghPo the contrary, the
smallerr is chosen, the higher the average throughput is, except fer0.25.

For such a small inter-adaptation time, the system adapté$ast, resulting in

a form of oscillation. Thus, an inter-adaptation timerofe [0.5s, 1.0s] for a
memory of M = 1.0 is recommended. With such a small inter-adaptation time,
the contention windows are increased as much as neededutceréite number

of collisions significantly, resulting in a high averageahghput.
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Recommended DCWA Parameter Settings

The results underline that the memavy and the inter-adaptation timeshould

be set to similar values to achieve a well working contentigmdow adaptation.
We recommend to set/ € [0.5,1.0] andT € [0.5s,1.0s]. As evaluated, the
control range betweef, andf,; should be at least 0.1. Thus, we recommend
to setf;, t0 0.15 or 0.2 and#y; to 0.3 or 0.4. All recommended values for the
parameters of the DCWA algorithm are summarized in Table 2.9

Table 2.9:Recommendation for the DCWA parameter configuration.
DCWA parameter  Value range

Oni [0.37 0.4]
01 [0.15,0.2]
M [0.5,1.0]
T [0.55,1.05]

2.3.4 Performance of the DCWA Algorithm

After having derived a near-optimal parameter setting fier®CWA algorithm,
we evaluate the performance of the algorithm in the presefdeo different
service classes.

Simulation Settings

For the evaluation, the DCWA is configured wifh;=0.4, 6,,=0.2, M=1, and

7(s)=1s. The simulation was performed using the OPNET Modeldrtha du-

ration of a single simulation run is set to 100s. The first 26escansidered as
the transient-phase. All of the following performance figgiare generated on
the basis of five replications by calculating the 95 % configeinterval. We use
the same saturated traffic model for both service classesttargidea about the
general system behavior. The traffic model generates arbamstwith a packet

59



2 Performance Evaluation and Optimization of InfrastreetNetworks

size of 736 bit which is transmitted using UDP resulting in A®layer packet
length of 1257 bit. The arrival rate of the packets is configuto saturate the
MAC buffer at a station at any time. The number of stationshingystem is set
to 16 for the evaluation of the throughput and to 32 for thégrerance analysis
in terms of contention delay. Again, the stations use thedBB2.11g standard
with a data rate of 54 Mbps.

In order to study the effect of different priorities betwelsigh priority and
low priority traffic flows, we define the prioritization levek the ratio between
CWI[AC_BE] and CW[AC_VOQ] as shown in Table 2.10. The priaréiion level
is calculated over the initial contention window settingsontention window of
3/7 means that CWmin is set to 3 and CWmax is set to 7. As the IEEEL1
standard proposes a contention window of 15/1023, we atdada this in our
simulation settings.

Table 2.10:nitial CW prioritization for AC_VO and AC_BE traffic using

DCWA.
CW[AC_VO] CWIAC_BE] Prioritization levek %xmgﬁg
3/7 3/7 1
317 7115 >
377 15/31 3
3/7 15/1023 _
317 63/127 5
3/7 255/511 7
37 1023/2047 9

Average Throughput and Contention Delay with different
Prioritization Levels

The influence of prioritization levels on the throughput aatention delay is
illustrated for different combinations of VO and BE trafftagons in Figure 2.24
and Figure 2.25. A prioritization level of 1, CW[AC_BE]=3/3hows a bad per-
formance in terms of throughput and contention delay focediaffic flows.
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Figure 2.24:VO and BE throughput of a 16 station scenario.

The higher the prioritization level, the higher the VO thgbput and the lower
the BE throughput and vice versa. A rise of the prioritizatievel results in a
linear decrease of BE throughput. In presence of 100 % Bdréfie behavior
is different. This results from the fact that the DCWA onlyaces on retrans-
missions of VO traffic and as there is no VO traffic, the contentvindows
remain constant. Thus, a small contention window settikey7T/15 leads to a lot
of collisions. The choice of a ’broad’ contention window di/1023 mitigates
this problem and achieves a good throughput performancesaftn scenario. Its
prioritization level corresponds approximately to 15/3t additionally has the
ability to better adapt to the given traffic mix.

Furthermore, the higher the prioritization level, the séothe contention de-
lay for VO traffic and the longer the contention delay for Baffic. Up to a
prioritization level of 5, CW[BE]=63/127, the VO delays arxluced. The abso-
lute reduction amounts to 20 ms, inferred from Figure 2.R%{@a point 8/24. At
the same time, BE delays exceed 200 ms. A prioritization bheybis level does
not reduce VO delays anymore, but increases BE delays tconsly.
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Figure 2.25:VO and BE contention delay of a 32 station scenario.

We can summarize that a larger contention window of BE trafftuces the
contention delay of VO traffic. The reason are smaller cdigarwindows com-
pared to BE traffic which also results in longer contentiotage of BE traf-
fic. The higher the prioritization level is chosen, the molwious this phe-
nomenon is. We recommend thus to set the contention windowshé BE
traffic class to 63/127 or to the initial settings 15/1023 esommended by the
IEEE 802.11-2007 standard. Using this prioritization ldwetween VO and BE
traffic, up to 30 high priority voice users can be served notendf there is
BE traffic present in the cell or not. This was already showrFigure 2.18.
The DCWA increases the contention window of VO traffic to CWi®63 and
CWmax=127 while increasing the contention window of BE ficakqually,
meaning that the prioritization level is preserved. Thystai200 % more voice
users can be supported. However, BE traffic suffers fromphiformance in-
crease for VO traffic. In the next section, we try to improve gerformance of
the BE traffic in the presence of the DCWA algorithm by incregghe TXOP
Limit.
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2.4 Impact of Best Effort Frame Bursting

In the previous section, we demonstrated how the DCWA cadlbdoth VO and
BE traffic. It was shown that even with a low prioritizatiorvéd, BE traffic has
to accept severe resource limitations. For this reasonxpler the throughput
improvement for BE traffic through frame bursting. Framesting, expressed
by the parameter TXOP Limit, allows a station to transmitesaldata packets
during each won Transmission Opportunity (TXOP). Whenisgtthe TXOP
Limit to more than one data frame for BE traffic, more mediursoreces are
granted to BE traffic. Before showing the influence of framesting on the VO
traffic and the throughput improvement of BE traffic, the weelated to frame
bursting is reviewed.

2.4.1 Related Work

Burst adaptation mechanisms for WLAN mainly focus on budspations of
real-time traffic flows. Analytical models to show the impatthe TXOP Limit
are presented in [102-105]. The first two papers present alytanal model
showing the influence of the transmission burst size whengutsie DCF. The
latter two papers analyze the impact of the TXOP Limit for Hi2CA. However,
the limit is set similar for every service class. It is clathmhat the size of the
TXOP Limit should be configured carefully to prevent low pity traffic from
starvation.

Simulation studies of the TXOP Limit are presented in [1@,]1 Similar to
the analytical papers, itis claimed that the TXOP Limit dbdae set proportional
to the buffer size. Majkowski and Palacio [108, 109] on thieeothand do not
only measure the buffer size, but also take the transmisgierd into account
and introduce a new TXOP Limit mechanism called Enhanced FXETXOP)
to optimize the system throughput. The mechanism is vaitititrough OPNET
simulations. Another OPNET simulation is performed by Lind&hao [110]. In
this paper, the TXOP Limit is adjusted according to estioraiof the incoming
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video frame size. The duration of a burst is then set to the timcessary to
transmit the video frames pending in the buffer and addiidrames expected
by the estimator.

Cranley et al. [111] present another TXOP Limit study foreddstreaming.
However, it is also claimed that the TXOP Limit is not suiebbr audio streams
because of the constant bit rate streams. The algorithnmopeapby Huang et
al. [112] is capable of dynamically adapting the TXOP Linaitat varying PHY
rate, channel condition, and network load. Compared to &heéeg proposed by
the IEEE 802.11 standard, the proposed mechanism assur@® aaperior and
stable throughput performance for voice and video ACs. Aadis and Zam-
bon [113,114] claim that the amount of traffic transmittedtoedownlink might
sometimes also be lower than the uplink traffic which is, adiog to them, not
considered in other papers. In order to cope with the varyiafiic load, they
adapt the TXOP Limit at the Access Point according to the agtdoad which
can lead to a smaller TXOP Limit at the AP than at the stations.

Ksentini et al. [115] differentiate between the TXOP Limitr fhigh priority
ACs and low priority ACs. The TXOP Limit for AC_VO and AC_VI @dynami-
cally set according to the flow's data rate and flow’s prignthereas the TXOP
Limit for AC_BE and AC_BK is fixed. The results show that theahghput is
improved and the delay is reduced.

None of these paper analyze the performance effects of t@PTXimit if it
is just used for the low priority best effort traffic class.this section, we focus
on a burst adaptation scheme for this traffic class whiletauhdilly using the
DCWA algorithm from the previous section. Our goal is to $et TXOP Limit
for the best effort class as large as possible to ensure aliighghput without
disrupting high priority traffic flows.
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2.4.2 Throughput Improvement Through Frame
Bursting in a Saturated Environment

After reviewing the related work, we first want to explore theoughput im-
provement for best effort frame bursting in a saturatedrenment, before con-
sidering a more realistic scenario.

Simulation Settings

To study the impact of the TXOP Limit[BE] extension, we config a saturated
traffic model. The intention behind this is to get an idea allo& general system
behavior. A saturated station, no matter which servicesdsised, always has
a packet of size 1500 Bytes to transmit. In the following, vee two different
station types, high priority voice and low priority bestaffstations. The TXOP
Limit[VQO] is set to one MSDU for all simulation scenarios. & Hifferentiation is
realized by extending the TXOP Limit[BE] to the values lia Table 2.11.

Table 2.11:TXOP Limit[BE] extension.
Duration (ms)  # MSDU per burst

0.32 1
0.64 2
1.28 4
3.20 10
6.40 20
16.00 50

The duration of a complete transmission cycle of a single MaCket includ-
ing SIFS and its ACK takes approximately 0.32 ms. A TXOP L[B#]=6.4 ms
means that once a BE station has won a TXOP, it has the righdrierhit frames
for 6.4 ms which corresponds to 20 packets. Furthermorerderao support
more stations in the system, the DCWA algorithm is used wimicheases the
contention windows to approximately CWmin=63 and CWmax=1& voice
traffic and to CWmin=255 and CWmax=16,383 for best effofffica
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Impact of Frame Bursting on Throughput and Contention Delay

In order to study the impact of frame bursting on the throutthwe configure a
scenario with 16 voice and 16 best effort stations. Figu2é 2hows the average
throughput where each curve is plotted as a function of TX@®t[BE]. With
increasing the TXOP Limit[BE] up to 50 MSDUs per burst, th&atdhroughput
increases up to 34.2 Mbps which is a gain of 40 % relative t&6 Rihps for a
burst size of 1. The explanation of the flattening of the ttiabughput curve
is that performance degradation due to collisions is migidahrough long burst
sizes and reduced contention. This effect becomes saduattecertain point, as
also observed by the authors in [102].
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Figure 2.26:mpact of an extended TXOP Limit[BE] on the total throughpat!
on the throughput distribution among voice and best effaffit.

Altogether, this shows that the parameter TXOP Limit[BEhis extremely
powerful means to realize throughput optimization. Figu#7 shows the aver-
age throughputs of voice and BE stations for the same sceaad for different
traffic mixes. The decrease in voice throughput and the &s&rén BE throughput
is visible for all traffic mix constellations.

Most interesting are the differences among the set of cuamdsheir progres-
sion with the traffic mix. In general, the fewer voice staiand the more BE
stations are in the scenario, the lower the voice throughpdtthe higher the
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BE throughput. For TXOP Limit[BE] values of 20 and 30 the deelin voice
throughput and the increase in BE throughput becomes trdousnAt that point,
the contention window prioritization of voice traffic is fautweighed by TXOP
Limit[BE] prioritization of BE traffic.

A main result of the throughput analysis is that applying &OPXLimit[BE]
extension increases the capacity for BE traffic. This capaetrease is realized
independently of the traffic mix. A further result is that Biitagughput priori-
tization with TXOP Limit[BE] works very effectively and cacounterbalance
negative throughput impacts through voice contention wingrioritization. It
is a useful means to distribute available resources amaffictclasses.
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Figure 2.27:Impact of an extended TXOP Limit[BE] and of the traffic mix on
voice and best effort throughput, 32 station scenario.

2.4.3 Impact of Frame Bursting in a Realistic Scenario

In this subsection, we assess the applicability of the corotiuse of the DCWA
and a TXOP Limit[BE] enlargement in presence of voice and bffert traffic.
We want to explore the capabilities of a joint DCWA - TXOP LifBE] control
under more realistic conditions to draw conclusions abtsuiénefits in practice.
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Simulation Settings

For the following simulations we set up high priority voidations and low pri-
ority best effort stations. A voice station uses the ITU-TGQ. [76] voice codec
with a packet size of 640 bits and an inter-arrival time of K firhis voice codec
is used because it is widely implemented in VolP WLAN phottswvever, tests
with other voice codecs showed a similar behavior. A bestrefftation down-
loads files from the Access Point using TCP with a packet siZE560 Bytes.
The performance figures presented here refer to scenarb2Wbest effort sta-
tions, while the number of voice stations varies from 5 tol8Grder to support
a maximum number of voice stations, the DCWA algorithm isfigamed as rec-
ommended in Table 2.9 with,;=0.3,0,,=0.15,M =1, andr(s)=1s. The DCWA
adapts to the contention level of the high priority voice upi@and controls both
the contention windows of AC_VO and AC_BE, with the latteiroelinearly
controlled with AC_VO. Their initial values are set to CWiA&_VO]=3, CW-
max[AC_VO]=7, CWmin[AC_BE]=15, and CWmax[AC_BE]=1023.

The duration of an individual simulation is 200s. The stasictart equally
distributed within [0s;50s]. Thus, the first 60 s are regdrds transient phase
and are not considered for the statistics. The performagoee are generated
on the basis of 30 replications, applying a 95% confidencervat. In order
to study the influence of best effort frame bursting, we satellthe scenario
described above with the TXOP Limit[BE] values provided able 2.11.

Throughput Improvement

The average throughput improvement of all best effort atatis shown in Fig-
ure 2.28. The figure illustrates the improvement for an iasirey number of voice
stations from 5 to 30. The larger the number of voice statitmes lower is the
best effort average throughput which is caused by the gtriigtitization of voice
stations. For 30 voice stations, WLAN operates close todfsacity limit as al-
ready shown in the previous section. When the TXOP Limit[BHifjcreased, the
capacity limit is reached sooner, because the QoS for the @ations cannot be
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met anymore. In detail, through the use of a large TXOP Lt the arrival
rate of voice packets surpasses the sending rate of theamiess category, lead-
ing to buffer overflow and hence to dropped voice packetsatittess Point.

—1MSDU
---2MSDUs
4 MSDUs
--10 MSDUs
—=—20 MSDUs

capacity limit
capaciy

10

BE average throughput (Mbps)

5 increasing burst size
(TXOP Limit[BE])

0
5 10 15 20 25 30
number of voice stations

Figure 2.28:Impact of an extended TXOP Limit[BE] on the best effort thghu
put.

We recognize that best effort traffic achieves as much batttivas possi-
ble in dependency of the amount of prioritized voice traffiarthermore, it is
shown that using extended frame bursts is very beneficiald®ase best effort
throughput performance. However, enlarging the burstasizbe best effort ac-
cess category must be done with care as we will see in the nexgfaphs.

Consequences on Delay

Frame bursting affects voice and best effort traffic in défe ways. Voice delay
suffers in both directions, from the Access Point to thei@taand vice versa.
Best effort delay on the other hand only suffers on the upl®ik the downlink,

the delay is reduced. For our simulation we consider theterehd delay. The
end-to-end delay consists of the queuing and the contedétay. Furthermore,
we differentiate between downlink and uplink delays.
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The end-to-end delays for voice traffic of both downlink andink are de-
picted in Figures 2.29. The more voice stations are in theesysthe larger the
end-to-end delay gets. This is on the one hand caused byrlomggium busy
times when more stations are transmitting and on the othret bg the use of the
DCWA control algorithm. The DCWA increases the contentiandews when
more stations are present in the cell, resulting in largekdié times. The figures
furthermore show the impact of an increased burst size oerileo-end delay.
Especially the downlink suffers from an increased burst.si¥hen the WLAN
is close to its capacity limit, the queuing delay for eachikeaincreases.
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(a) Voice downlink end-to-end delay. (b) Voice uplink end-to-end delay.

Figure 2.29:Impact of voice traffic and TXOP Limit[BE] on voice delay.

Figure 2.30 shows the impact on the best effort end-to-etal/das already
mentioned, best effort delay benefits and suffers from areased buffer at the
same time. It benefits because if more frames are transmigte@dxXOP, the con-
tention delay for each packet transmitted in one burst dse In addition to the
contention delay, the queuing delay at the MAC buffer desgeal ooking at Fig-
ure 2.30(a), the end-to-end delay decreases from 370 ms wodH0 ms when
the TXOP Limit[BE] is increased from 1 MSDU to 20 MSDUs in theepence of
20 voice stations. However, the uplink end-to-end delafessifrom an increased
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burst size as can be derived from Figure 2.30(b). In contoetste Access Point,
queuing is not relevant for the stations and the fewer amofiobntention slots
during a time period with an increased burst size lead telaegd-to-end delays
on the uplink.
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Figure 2.30:mpact of voice traffic and TXOP Limit[BE] on best effort dgla

Delay Variation Influences

Finally, we take a look at the end-to-end delay variatioguFé 2.31(a) exhibits
the increase of the voice end-to-end delay variation foh lbo¢ uplink and the
downlink when increasing the number of voice stations andmihcreasing the
best effort burst size. We notice the difference betweeimlagpind downlink. This
phenomenon has two reasons. Firstly, the voice downlinlefitenfrom frame
bursting. With an increasing number of voice stations, ingat the Access
Point rises, resulting in downlink frame bursts with sel/emce packets. Con-
sequently, bursts of voice frames on the downlink reducéection delay, and
therefore reduce the variability of the packet delay. Theosd reason is the
unfairness between stations and Access Point describegttio8 2.2. The con-
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tention delay of the voice downlink transmissions is muclal&en compared to
the uplink contention delay because the Access Point caamainst fewer
transmissions than the stations. This results in a largite®nd delay variation
of the uplink flows.
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Figure 2.31Impact of voice traffic and TXOP Limit[BE] on voice and besfef
delay variation.

The results of best effort end-to-end delay variation canséen in Fig-
ure 2.31(b). It also exhibits differences among downlinkl aiplink. The use
of frame bursting leads to significantly increased varigbdf the uplink delay.
Larger burst durations force other stations to wait longsote they can access
the medium. The impact on the downlink delay variation isftdeh On the one
hand, transmission bursts increase the contention delétiea for voice traf-
fic similarly to the variability of the voice uplink delay. Cthe other hand, the
increase of the variability is not that pronounced for béftretraffic. The rea-
son is that the first packet within a burst experiences a ldefgy variation due
to longer frame bursts while the variablility of the otherckets within a burst
remains constant.

Summarizing the results of an increased burst size, we wambint out that
an increased burst size for the best effort traffic class cawvept best effort flow
starvation without harming voice QoS requirements.
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2.5 Lessons Learned

The objective of this chapter was to enhance the performen@é_AN infras-
tructure networks. Therefore, a measurement-based aidapsdgorithm for the
channel access parameters is proposed. In a broad rangeubéion scenarios,
the performance of the algorithm is evaluated and improVée. results show
that the traffic performance for both, high priority voicedalow priority best
effort traffic is significantly enhanced.

Before optimizing the channel access, we revealed an nefssrbetween sta-
tions and Access Point in terms of collision probabiliti€her works on fair-
ness in wireless networks just consider throughput urdéssrper flow but do
not take into account the collision probabilities and theteation delays. Thus,
they show that downlink flows experience lower throughptitee result is that
the contention parameters are tuned based on measurenats\acess Points.
However, measuring the network load in terms of collisiawbyabilities at the Ac-
cess Point does not reflect the overall situation in WLAN. ide to cope with
this unfairness, a measurement-based feedback mechamidasigned which
enables a very accurate assessment of the channel contéa@. Using the
measured channel contention level, we developed the Dyn@ontention Win-
dow Adaptation (DCWA) algorithm to keep the channel coritenat an efficient
level independent of the current network load.

An efficient DCWA parameter configuration was derived to e the
achievable capacity and it is shown that the algorithm é&ffely increases the
wireless resources available for high priority traffic. Up200% more voice
connections can be supported compared to the IEEE 802.dddsast while still
meeting the QoS requirements. A key finding is that the cditterwindow is
a very powerful means to realize service differentiatione mount of wireless
resources granted to an access category and the experigsdest delivery de-
lay are heavily impacted depending on the degree of the satewindow pri-
oritization. The DCWA was extended to simultaneously ocalntine contention
windows of both high priority voice and low priority best eff traffic. By main-
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taining the prioritization level between the two servicasses, the QoS require-
ments for voice traffic can still be met at any time and bestreffaffic is granted
the remaining wireless resources.

These remaining wireless resources can however be verydepending on
the number of voice stations in the WLAN and can even get sthander some
conditions. Therefore, we proposed frame bursting for leéstt traffic to in-
crease its throughput while controlling the loss of priagtion for high prior-
ity voice traffic. We showed that voice traffic is still pribred over best effort
traffic whose throughput is significantly increased. Furtiare, the best effort
throughput improves because of an increased WLAN resotficéeacy which
is due to reduced protocol overhead and due to reduced ¢mmeBest effort
frame bursting can effectively counterbalance the negatipact of contention
window prioritization on best effort traffic.

Simulations of voice and best effort stations in a WLAN célbwed that in-
creased frame bursts lead to more residual capacity forefffest traffic but also
reduce the number of supportable voice stations that enjoyitized transmis-
sion. The limitation of the number of voice stations is calisgtoo large queuing
delays for typical voice applications.

Lessons learned from this chapter are that it is neithercsesfii to measure
the channel contention level at one site nor to set the ctioteparameters to
fixed values. The proposed measurement-based feedbacktalymcreases the
overall cell capacity significantly compared to fixed sejtiiof the channel access
parameters by adaptively minimizing the contention deldemvpossible and
maximizing the throughput when needed. Furthermore, arased TXOP Limit
for best effort traffic helps to prevent best effort flow stron.
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3 Quality of Experience Control in
WLAN Mesh Networks

"If you think in terms of a year, plant a seed,; if in terms of years,
plant trees; if in terms of 100 years, teach the people."
Confucius (551 B.C.-479B.C.)

In the last chapter, we have seen how to improve the perfazengna WLAN
infrastructure network. In this chapter, we take a closeklat Wireless Mesh
Networks (WMNSs) [116]. In general, WMNs are a combinationrdfastructure
and ad-hoc networks. Similar to wireless ad-hoc networissentral unit is es-
tablished to distribute traffic and the data is sent direitthyn neighbor node to
neighbor node. If data would reach nodes that are not djreetichable neigh-
bors, the packets are sent on a multi-hop route. All nodegi¢eaelaying capa-
bilities to forward traffic through the network to reach thestination. However,
in contrast to wireless ad-hoc networks, WMNs are normailyrised of static
devices and focus on reliability, network capacity, andragénly used as an al-
ternative to a wired network infrastructure.

Due to the advantages of WMNSs like self-organization anfitesdling, sev-
eral standardization groups have been set up. The firstas@dindtion group for
WLANSs was started in 2003 under the extension IEEE 802.118][However,
the standard is not completely finished and thus, no impléstiens are avail-
able yet. Besides the IEEE 802.11s standard, further stdizdtion groups for
WMNs like IEEE 802.15.5 [118] and IEEE 802.16-2004 [119] erithe the im-
portance of wireless mesh networks [120].
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Major research aspects in WMNSs are intelligent path resiervarouting
strategies, and Quality of Service (QoS) support [121]histhapter, we present
a distributed, measurement-based approach to suppottmestraffic in WLAN-
based mesh networks. The aim of the proposed mechanism isef tkack
of the services currently present in the network and to me=tQoS require-
ments. The objective measurable QoS parameters are therethépthe user-
perceived Quality of Experience (QoE), expressed throbghMean Opinion
Score (MOS) [122].

In contrast to the previous chapter, the measurement-tegg@wach is im-
plemented on the network layer. An implementation on the WLMAC layer
would be possible within a simulation environment, but oppraach is also
evaluated in a WMN testbed and this would imply an update oreagion of
all WLAN drivers. The network layer is instead totally soétwe-based and thus
easy exchangeable.

The remaining of this chapter is structured as follows. W&t fiive an intro-
duction to wireless mesh networks by showing the WMN architee as well
as routing mechanisms for WMNs. Subsequently, the chadeiod QoS provi-
sioning in WMNs and the related work is presented. In the is@qmart of this
chapter, the mechanism is introduced, validated in a tdstbplementation, and
extended by means of simulation.

3.1 Wireless Mesh Networks

WMNs are normally wireless networks with fixed node posisiand without any
energy constraints. These characteristics enable thépitgso perform cross-
layer optimization to ensure a sufficient QoS level. Esphrcthis QoS support
and the resulting QoE might lead to a great success in fute@band wireless
access [123,124]. Before reviewing the work related to Qg#pert in WMNSs,
we take a look at the WMN architecture, introduce WMN routimgchanisms,
and show the challenges of QoS support in WLAN-based mestonies.
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3.1.1 WMN Architecture

AWMN is normally organized in a three-tier, hierarchicalsture like shown in
Figure 3.1. Starting at the bottom, normal non-mesh capainidess or wireline
clients are attached to the mesh network by Mesh AccessPdii&Ps). These
MAPs, together with other Mesh Points (MPs), form the mestvokk itself. An

MP is responsible for mesh relaying, meaning that it is cbgpabforming an

association with its neighbors and forwarding traffic ondiebf other MPs. An
MP can be equipped with one or more wireless interfaces.dJséveral wire-
less interfaces, the interference in a WMN can be reducedhisutomplexity
of the channel assignment for the interfaces increasesidrchapter, all wire-
less mesh points are configured with only one interface t¢ipgran one channel
in the 5 GHz frequency band. At the top of the hierarchy stamtiesh Gate-
way (MGW). An MGW bridges traffic between different WMNs onoects the
WMN to the Internet. In general, there can be more than one MGWsé how-

ever leads to further problems, e.g., which MGW to use fotingutraffic to and

from the Internet. Thus, we consider only one MGW.

[ Ethernet link

Mesh Gateway
(MGW)

Mesh Points
(MP)

Mesh Access
Points (MAP)

Wireless Mesh Network

Ethernet link

Stations

Figure 3.1:Wireless Mesh Network Hierarchy.
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Besides problems with multiple gateways and MPs with midtipterfaces,
path reservation and routing are major problems in WMNshéfollowing, we
first give a general overview of routing in WMNs and then idiioe the Opti-
mized Link State Routing (OLSR) in more detail as we use thiging protocol
for QOE optimization later in this chapter.

3.1.2 Routing in Wireless Mesh Networks

Generally, routing protocols can be divided into two diéfier classes, proactive
routing protocols and reactive routing protocols. Whemgsproactive routing
protocols, the routers or nodes maintain a current list stidations and their
routes by distributing routing tables periodically and ise of a recognized
change. During the last years, a large variety of proactwimg protocols have
been introduced or extended. Two widely-used proactiveopads are Optimized
Link State Routing (OLSR), standardized in the Request fam@ents (RFC)
3626 [125] and Destination Sequence Distance Vector (DID24].

Reactive routing on the other hand means that the routesoare fon de-
mand by flooding the network with route request packets. Ropeactive rout-
ing protocols are Dynamic Source Routing (DSR) and Ad-hoed®mand Dis-
tance Vector (AODV). DSR was first brought up in 1994 by Jolhnd®7] and
is now standardized in the RFC 4728 [128]. It is a simple ariidieft rout-
ing protocol designed specifically for use in multi-hop wéss ad-hoc networks.
AODV is a combination of DSDV and DSR and was introduced byiPsrand
Royer in 1999 [129] and standardized under the Request fom@mts 3561 in
2003 [130]. The philosophy in AODV is that topology inforrmat is only trans-
mitted by clients on demand.

Besides these two main routing mechanisms, a lot of new rdsthave been
designed for routing. The Zone Routing Protocol (ZRP) arelHazy Sighted
Link State (HSLS) routing protocol use a combination of ptae@ and reactive
routing called hybrid routing protocol. The IEEE 802.11anstard also intro-
duces a hybrid routing protocol called Hybrid Wireless MEsbtocol (HWMP),
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which is located on the data link layer and uses a combinatiom demand path
selection and proactive topology tree extensions. The sode not be used ex-
clusively because the proactive mode is an extension tatldemand mode. The
on demand mode is used when no gateway is present or when tleeramd path
can provide a better path to the destination. To establishttaysing the on de-
mand mode, a mesh point broadcasts a path request frameargkérhesh point
replies with a path reply message similar to AODV. For theaptive tree mode,
two different mechanisms, a proactive path request andtarsmuncement, are
described in the IEEE 802.11s draft. For the proactive pedlest, the gateway
broadcasts a path request periodically and the attacheld poésts update their
tables according to the path on which the request is recelfiedbidirectional
path is required, the mesh points reply to this request. Esersl mechanism,
the router announcement works similar in such a way thatabengy broadcasts
root announcements. The mesh points do not reply to thesmuanements but
take the opportunity to send path requests to the gatewdneyf have to create
or refresh a path. These individually addressed request siatilar to the on
demand mode.

Performing routing on the data link layer gives the posgibib get rid of the
network layer at the mesh points. However, as the standarot iget completed
and implementations on the data link layer are rather cample perform the
routing in the WMN on the network layer, using an OLSR impleagion.

Optimized Link State Routing

The aim of OLSR is to inherit the stability of link state alghms. Due to the fact
that it is a proactive routing protocol, it has the advantfgeaving the routes im-
mediately available when needed. Each OLSR node transonitsot messages
periodically and can therefore sustain a loss of some psi@n time to time.

Furthermore, the protocol does not need an in-order dglivkits messages be-
cause each control message contains a sequence numbebnft® messages
are transmitted to specific nodes in the network to exchaegghborhood in-
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formation. These messages include the node’s IP addressetjuence number,
and a list of the distance information of the node’s neighbafter receiving this
information from its neighbors, a node sets up a routingetailhenever a node
wants to transmit a data packet, it can calculate the routeeoy node with the
shortest path algorithm. A node only updates its routindetéfla change in the
neighborhood list is detected, a route to any destinatianettpired, or a better,
shorter route is detected for a destination.

Up to this point, OLSR resembles the normal Link State RguitSR) proto-
col. The difference between OLSR and LSR is that OLSR relieMalti-Point
Relays (MPRs). An MPR is a node which is selected by its dinea@hbor. For
the selection of an MPR, a node picks a number of one-hop beiglas an MPR
set so that all two-hop neighbors can be reached by these MiRRhe number
of required MPRs is minimal. The first idea of multi-pointag$ is to minimize
the flooding of broadcast messages in the network. An infoom@acket should
not be sent twice to the same region of the network. The seideadis that the
size of the control messages is reduced. Figure 3.2 shovietiedits of the MPR
algorithm compared to normal link state routing.

[ Retransmission node

Link State Routing Optimized Link State Routing

Figure 3.2:Comparison of LSR and OLSR.
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For the measurements in our WLAN-based mesh testbed, wheseLiISRd
implementation by Andreas T@nnesen [131]. He developedRalis his master
thesis, with the project moving on after he finished. It is elydused and well
tested on community WMNSs like Athens wireless network, ferg network,
and Funkfeuer with 2000 nodes, 600 nodes, and 400 nodestiespe

3.1.3 Challenges of QoS Support in WMNs

In wireline networks, QoS is normally supported using guevisioning of
bandwidth or other resources. This does however not work MNg, as WMNs
suffer from limited bandwidth. Furthermore, if we want tgoport voice traffic
flows in WMNSs, we face problems such as a) packet loss due édfénence on
the unlicensed frequency band, b) high overhead of the pobstack, c) queuing
problems due to interfering best effort flows on the same, gaitth d) interference
problems due to traffic on neighboring paths.

Compared to wireless infrastructure networks where nafiertence problems
on neighboring paths and self-interference problems ons#émee path occur,
WMNs can support a smaller amount of QoS dependent traffe IfMN runs
on one single channel, the number of supported voice trafficsfdecreases with
the number of hops as shown in Figure 3.3. The figure illustréte average
number of supported G.711 voice traffic flows with activate@WA. In a sin-
gle hop environment, a wireless infrastructure networlouat30 voice stations
are supported, cf. Figure 2.18(b) from the previous chaptewever, when in-
creasing the number of hops to the mesh gateway, the numbappbrted voice
stations decreases down to an average of 2.83 for six hogsreBison for this
tremendous decrease is the self-interference produceiffésedt packets of the
same flow competing for medium access at different mesh gdinin addition
to the self-interference, interfering traffic on neighibaripaths is added to the
network, the number of supported voice stations decreaseraore.

There are basically four different possibilities to in@eahe number of sup-
ported voice stations in WMNSs. The simplest way is to incecte number of
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Figure 3.3:Average number of supported voice stations, depending@num-
ber of hops.

interfaces at each MP. In such a multi-radio, multi-charamfironment, the in-
terference between neighboring mesh points can significaetreduced. The
second possibility is to reduce the protocol overhead. it the header com-
pression of the RTP, UDP, and IP headers alone has no positeet on the
number of supported voice stations as we have shown in [@@pmbination
with packet aggregation, more voice stations can be suggocf. Niculescu et
al. [132]. Third, traffic flows can be locally separated as mas possible. This is
however not feasible as such a WMN would have to be very langenearginally
loaded which is not cost efficient. Finally, the bandwidthirtérfering traffic can
be reduced. In this chapter, we show a mechanism to increag@dE of voice
stations by monitoring their performance and controlling bandwidth of inter-
fering flows on the same or adjacent paths when needed. Wealtesia closer
look at the work related to QoS support in WMNSs.

3.1.4 Related Work

The feasibility of routing metrics for WMNSs has been studiedeveral papers.
Campista et al. [133] differentiate between ad-hoc rougirggocols, controlled
flooding, traffic aware routing, and opportunistic routifighe evaluation of four
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routing metrics, Expected Transmission Count (ETX), Expéclransmission
Time (ETT), Minimum Loss (ML), and Hop Count show that the HGpunt
metric performs worse in terms of loss rate and roundtrigsimver several hops
compared to the other three metrics. Further comparisonsuting metrics for
wireless mesh networks are made by Draves et al. [134, 185Sk\eral experi-
ments, it is shown that the ETX metric significantly outpenis the hop count
metric. However, a round trip time metric and a packet paitrim@erform even
worse. Draves et al. [135] propose an own routing metric twigacalled Multi-
Radio Link-Quality Source Routing (MR-LQSR) with a new niet'Weighted
Cumulative Expected Transmission Time (WCETT). In comgrariwith other
routing metrics in a multi-radio testbed, the proposed WTERows the best
performance. Another routing protocol to support QoS in WMslproposed by
Cordeiro et al. [136]. Itis an extension of OLSR to provideSQmased on link de-
lay measurements. The protocol is compared to the clagdic8R and another
OLSR extension called OLSR-ML for minimum losses.

Besides routing metrics, path reservation schemes alathénazombination
with routing protocols are evaluated in [137-142]. Also HBEE 802.11s stan-
dard introduces an optional path reservation method thawvslto access the
medium with lower contention. Formerly named Mesh Deterstim Access
(MDA) [143], it is now called Mesh Controlled Channel AccéBCCA) [117].
It allows to set up a periodic medium reservation. Howeveoyder to reserve the
medium properly and not to waste resources, the applictgigT requirements
have to be known in advance. Another medium reservationnsehg proposed
by Carlson et al. [137]. The scheme is called Distributed-Enfind Allocation
of Time Slots for Real-Time Traffic (DARE). Thereby, time &dor real-time
traffic are reserved at all intermediate mesh points as wath@sh points in the
interference range. Besides MCCA and DARE, another regervenechanism
is introduced by Kone et al. [138] which is named Quality ofv@e Routing in
Wireless Mesh Networks (QUORUM). In contrast to DARE, itlides a com-
plete, reactive routing protocol and a resource resenvatiechanism. Further-
more, an admission control scheme is implemented whichrigedaout in the
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reactive route discovery phase. Wireless Mesh Routing (\WptBposed by Xue
et al. [139] is similar to QUORUM as it uses a reactive discp\approach and
a reservation and admission control scheme to support Qa®&db6time traffic.
Marwaha et al. [140] compare all four path reservation sasand show their
advantages and drawbacks for supporting QoS. However, afdhe path reser-
vation schemes is favored and no own reservation schemepeged. Jiang et
al. [142] try to support QoS in a wireless mesh backbone bgguai wireless
Differentiated Services (DiffServ) architecture. It isgm that wireless DiffServ
is a promising approach to support QoS traffic but a lot of ogenes remain,
like the possibility to operate in a multi-channel envire@mh and the influences
of a routing scheme on the underlying MAC layer. The latesteaeservation
scheme found is introduced by Gallardo et al. [141]. In thpepathe Medium
Access through Reservation (MARE) scheme is compared to M@ it is
shown that MARE reduces the protocol overhead and providedligion-free
transmission to all MPs who have successfully reservedvoiaitiol

In contrast to the QoS optimization by introducing new rogtimetrics or
path reservation schemes, Niculescu et al. [132] optintizeperformance of
voice traffic in wireless mesh networks using three differeachanisms. Firstly,
it is shown how multiple interfaces at the mesh nodes carcesthe interference
and thus, increase the voice capacity. Secondly, a latsglebeouting protocol
is introduced as an extension to DSDV. The routing protosgsuan adaptive
path switching by considering and probing path delays.§irtae performance
is further optimized using packet aggregation in combarativith header com-
pression. All mechanisms are evaluated in an IEEE 802.1Mhrrestbed with
15 nodes. Another paper optimizing the voice performanc&/MNs by us-
ing packet aggregation is presented by Kim et al. [144]. Bintd Niculescu
et al. [132], the number of supported G.729 voice calls iswwhwith and with-
out packet aggregation. Wei et al. [145] present an intenfee capacity model
which can be used to perform voice traffic admission contr&/MNs. With the
model, the number of admitted voice calls is maximized wkilk maintaining
QoS for existing calls.
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Kim et al. [146] look at the coexistence of TCP and voice teaffia WMN.
Firstly, the performance of different TCP variants in WMNsbmpared and it
is shown that none of the variants works well. Afterward&gedént TCP control-
ling mechanisms like priority queues and window resizing evaluated. With
window resizing, meaning that the advertisement windowaslified at the gate-
ways, the highest TCP throughput is achieved while stiltgmting voice traffic.
However, for this solution TCP has to be controlled beforeeéng the WMN
and the examined methods only work for fixed wireless cajescit

There are also propositions for QOE provisioning on higlsets. He et
al. [147] introduce a middleware-based QoS control in 8D2ureless net-
works. The idea is to implement a traffic prioritization uhsithe mesh nodes
based on control theory. To perform this prioritizationp@ddleware design with
cross-layer framework" is introduced and implemented ifraux-based testbed.
Above the middleware, the applications have the posgibititdefine require-
ments for single connections. Before a service is startedapplication informs
the middleware that certain QoS specifications are needethdéodesired flow
between two end points. The middleware’s task is to choosalaquate service
class on a dynamic basis depending on the current perfoemainthe service
and the demanded requirements. The current quality is mehsimd compared
to the desired one by a control loop. However, all servicasribed a certain QoS
performance have to be announced first.

In Mogre et al. [148] and Bayer et al. [149] it is claimed thatedficient and
adaptive bandwidth management is required to supportrdifferaffic classes.
These bandwidth management mechanism have to adapt toatie akthe ap-
plications. Furthermore, the solution has to be kept aslsifmpd transparent as
possible. This leads us to our approach for QoE control in \NH#ased mesh
networks described in detail in the following.
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3.2 Traffic Observation and Control in WMNs

The general idea of our approach is to perform bandwidthrobof best effort
traffic flows when real-time flows are disturbed in a way thairtlQoS require-
ments can not be met anymore. The approach is implementeldeonetwork
layer to be on the one hand platform independent and on thee btnd due to
simplicity. A change on the WLAN MAC layer would also be pdssibut it
means an update or recreation of all WLAN drivers and impghiessible hard-
ware changes as well. In contrast, the network layer isyeazthangeable as it
is totally based on software. The communication betweemébeork layer and
the network device can be realized via driver independeatfaces.

In order to achieve maximum flexibility and to reduce signgloverhead, the
approach is distributed in the WMN. Every wireless mesh fdaeps track of the
relayed traffic flows. This is done by differentiating betweeal-time services
and non real-time services. Each service is thereby ashigraepriority queue on
the network layer whose bandwidth can be limited when neede8 parameters
of the real-time service are monitored continuously andxaeedance of a QoS
threshold is recognized as fast as possible. The mesh peimté¢acts to meet the
QoS requirements.

The monitoring and the appropriate controlling are pertdrny two tools, the
Traffic Observer and the Traffic Controller. We split the fiocalities since we
want to be able not only to react on problems occurring witirie single mesh
point but also to react when the problem comes from a neigidpointerfering
path. Figure 3.4 shows the general structure of the deveélo@ehanisms. In the
following, we describe the Traffic Observer and Traffic Coliér in detail.

3.2.1 Traffic Observation

The traffic observation performed by the Traffic Observehésheart of the pre-
sented approach. The Traffic Observer is responsible foitororg all traffic

flows passing through the mesh point. It then has to judge hvehahe perfor-
mance of the real-time traffic flows is sufficient to ensure@ajoerceived quality
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Figure 3.4:General structure.

for the end user. If certain QoS thresholds are exceededy#ific Observer in-

forms the Traffic Controller as soon as possible in order éoqutly react to these
problems. In the following, both the flow monitoring and theeshold manage-
ment are described.

Flow Monitoring

Due to the fact that the Traffic Observer is placed in each rpegtt, a lot of
information can be observed and analyzed. The informatam ke separated
into packet-related traffic information and non packegted traffic information.
The latter one includes CPU and memory usage of the mesh gdihbugh this
information is also relevant, we focus on the descriptiorthef packet-related
information as this is relevant for our QoE-based decisiatgss.
Packet-related traffic information includes all inforneettiwhich can be ob-
served when relaying traffic, in our case IP packets, dueddettt that we oper-
ate on the network layer. As the approach has to be very flexibbaning that it
has to work in all different kinds of scenarios and topolsgend since the stor-
age capacity on a mesh point is very limited, a proper choideeomonitored
information is required. Furthermore, information fromigidoring nodes can
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not be included. The reason is that we neither want to produoeof signaling
overhead by transmitting the traffic-related informatiarseparate packets, nor
is it possible to add the information to normal data packetsSRv2 might solve
this problem since it provides a more flexible signaling feavark. However, the
standard is not yet finished and thus, it is impossible touatalit in a WMN
testbed. In addition, the complex signaling framework pics more overhead
due to periodic signaling.

All information about the currently active services is dbé&al by the observa-
tion of packets passing through the own node. Three diffaygres of informa-
tion can be gathered for a certain packet stream. First pffedte is the explicit
time-independent information readable out of the packetgent, for instance
source or destination address or protocol type. Next, tisetiee implicit time-
dependent information which is obtainable at the momenhefptacket moni-
toring, e.g., the absolute packet arrival time or relativésal time after the last
packet of the same service. Finally, there is statistidatimation that is based on
a series of packets rather than on a single one. This inftwmptovides a long-
term analysis of the monitored services, e.g. packet loss thhe lastn packets
or the standard deviation of the packet inter-arrival tifitee measurement of the
widely-used one-way delay metric is rather difficult. Catrapproaches work
with delay budgets, compare Staehle et al. [14] and thug,tbelend points of a
WMN can react on delay problems. Thus, the one-way delaylisinaluded in
the simulative approach.

The following information can be gathered by the Traffic Qkse For all
real-time services using the RTP protocol, source, destimaand next hop IP
address of a packet are obtained as explicit informatiors @mn be done either
out of the packet header or in case of the next hop address thé muting table
by knowing the destination address. The payload type of fhie &rvice and
its uniqgue Synchronization Source (SSRC) identifier are aiglicitly readable
from the packet header. The combination of SSRC and next thdess is used
to assign a unique ID to each service. Packets with the saiRE 8d next hop
obtain the same ID and are observed together.
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Besides the addresses and next hop information, the faltpwnplicit and

explicit information is obtained from every packst

¢i: unique identification number @f;,

t;: absolute arrival time op;,

At; = t; — t;—1: relative arrival time ofp;, and

l;: total length ofp; in Bytes.
To prevent an oscillation of the approach due to fast changaffic conditions,
the values are averaged over a window siz& herefore, a set of values is stored
and its packet® = {piast—w+1,- - -, Piast ; Are sorted by time of packet arrival:

D = {Prast—w+1,-- -, Plast}

T = {tiast—w+1,- - - Liast },

AT = {Atlast7w+17 e Atlast}! and

L ={liast—wt1,---,liast}-
With these definitions, the statistical information can btamed as follows. The
mean inter-packet delayean;pp is defined as

T
meanipp = mean|AT]| = T€AT (3.1)
w

The standard deviation of the inter-packet del&y; pp is defined as

> @ PO
stdipp = Y fzeal [ zeAT . (3.2)
w—1 w w

As we consider only constant bit rate real-time traffic, ¢hé; pp is equal to the
jitter. Finally, the packet losgkt,ss is defined as

@ w

=1- . (3.3
maz[®] — min[@] + 1 P — )

pktloss =1-
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For non real-time traffic, the following information is reved. Similar to
real-time traffic, the protocol type, source and destimatiddresses, and ports
are gathered from the packet header. The combination o€sa@urd destination
addresses and ports are used to assign a packet to the coor@tdred service.
Besides this information, the number of packets per secaddis per second
are calculated as follows using the above definitions. Timelwédth bps in bits
per second is defined as

2.1 2.1
leL leL
= = . 3.4
bps maz[T] —min[T]  tiast — tiast—wi1 G4
The packet ratpktps is defined as

|L| w
ktps = = . 3.5
pRtps maz[T] — min[T]  tiast — tiast—w+1 (3:5)

Threshold Management

The flow monitoring of the Traffic Observer is responsible doHecting all in-
formation relayed over the mesh point. However, the moinigoalone is not suf-
ficient to provide QoE guarantees. In addition, a threshadagement is needed
to judge the current situation and to react on quality deseaThe flow moni-
toring supports the threshold management by providinghfdrimation up to the
most recent packet. All gathered information is evaluatecbeding to the re-
quirements of the real-time flows. Thereby, we introduceatdifferent quality
levels, namely good, average, and bad quality.

As it is difficult to measure the one-way delay, only #te;pp andpkt;ss
parameters are evaluated and used for the quality assigmmidse testbed. The
judgment is done service dependent. Each RTP payload typbecaonfigured
with four own values describing the thresholds. Itis thusgildle to have different
thresholds for various real-time services. The four thoishare the thresholds
from good to averagetd; pp, from average to bastd; pp, from good to average
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pktioss, and from average to batkt;,ss. Although the thresholds can be adapted
to the network situation, we set them to fixed values for evgpe of service in
our experiments.

Each mesh point saves the explicit and implicit informafmnthe lastw pack-
ets internally. This information is requested not just omedad but regularly by
the Traffic Observer. Using the above equations, the Traffiss®ver calculates
the statistical informatiostd;pp andpkt;,ss. In our case, the statistical infor-
mation is calculated whej;% | new packets have arrived. If for examples set
to 100, thestd;pp andpkt;,ss values are updated after every 10th packet. Af-
terwards, these values are compared to the thresholds shdvable 3.1. In the
testbed, we react only when the quality drops from averadmtbquality, e.g.,
when a packet loss of 1.5% is measured, an alert is sent taaffecTController.

To avoid an alert flooding during the reaction process of ttedfit Controller,
the minimum interval between two alerts is set to 1 second.

Table 3.1:Q0E thresholds.
Quality  pmos Phtioss Threshold stdrpp Threshold

level pktioss stdrpp
Good 3.8-50 <0.3% < 1.7ms

Average 3-3.8 0.3-1.7% 0.1% 1.7-7.2ms 1.5ms
Bad 1-3 >1.7% 1.5% >7.2ms 7.0ms

The four thresholds are chosen smaller than the quality deum order to
react before the quality decreases to an unacceptable QbBairafterwards.
In all measurements, thed;pp did not exceed 5ms. Therefore, the parameter
is neglected in the following. Instead, we just use the Qa@rpaterpkt;,ss to
calculate the Mean Opinion Score (MOS). The MOS value givesiraerical
indication of the perceived quality, the QoE, of voice ddtareébeing transmitted
and eventually compressed using different voice codecsorling to Hol3feld
et al. [150,151] there is a clear exponential relationsleifpveen packet loss ratio
and MOS for the ITU-T G.711 voice codec [76]. As we are usirig todec for
the measurements, the MOS can be calculated using the fofjaguation from
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Hof3feld et al.:
MOS = 2.861 - ¢~ 29816 Pktioss 4 1 134, (3.6)

However, we want to point out that this equation is based ahmeasurements
with some additional performance degradation. This degfad stems from the
used microphones and loudspeakers. In an ideal case, whietilixsee later in

the section with the simulative performance control, ttregholds are different.
However, using the thresholds of the ideal case would résWtOS values al-

ways below 3 in a real WMN testbed before the Traffic Contraléscts to the

performance degradation.

3.2.2 Wireless Mesh Traffic Control

The second tool for the QoE bandwidth control mechanismasTitaffic Con-
troller. As soon as the Traffic Observer detects any quafitplems of real-time
traffic flows, it sends alerts to the Traffic Controller. Thaffic Controller is now
in charge of signaling the quality problems to other meshtsan the WMN and
to react on the disturbing influences to increase the quality

Traffic controlling mechanism

Quality degradation can occur for several reasons like gtaldss, jitter, and
long one-way delays. Similar to the DCWA algorithm on the WILMAC layer,
packet loss and jitter can be reduced using prioritizatitth the Differentiated
Services Code Point (DSCP) field of the IP header. Howeverpirast to the
DCWA approach for WLAN infrastructure networks, a priazétion alone would
not help in a WMN because of interference problems when irdgtyaffic over
several hops.

Assuming that the quality degradations are originatingnfrdisturbances
within a WMN, the QoE can be increased by a flexible reductidh@interfering
traffic's packet amount. By decreasing the allowed bandwaftnon real-time
traffic as soon as an alert is received from the Traffic Obsearel increasing
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the bandwidth of non real-time traffic flows when no alert seiieed for a period
of time, the QOE of voice traffic can be increased without a reai-time flow
starvation.

This is realized by using different priority queues like wimoin Figure 3.5.
The prioritization is again performed using the DSCP fietuhfrthe IP header
and the traffic flows are assigned to four different queuesed priority queues
are executed on a Packet First In First Out (PFIFO) basikd®aere means that
the number of packets in the queue is limited. The schedaledles the different
queues using a strict priority. In addition to the PFIFO gsanother queue is
used for best effort traffic. This queue is used for bandwidthtrol. As soon as
a quality degradation is signalized by the Traffic Obserber, Traffic Controller
limits the bandwidth of the Token Bucket Filter (TBF) qued®&F is thereby a
pure traffic shaper which allows to throttle the bandwidtratoonfigured rate.
Within the WMN testbed, the queuing is realized by the Lintaffic controller
(tc) tool.

IP Layer

Prioritization according to DSCP
field and bandwidth control
v ¥ v v

PFIFO PFIFO PFIFO
Prio 1 Prio 2 Prio 3

TBF

Scheduler

I_'I'raf'fic Controller

Network device

Figure 3.5:Traffic Controller prioritization and bandwidth control.
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Steps of Controlling

The different steps of the Traffic Controller are explainethvan example net-

work shown in Figure 3.6. The WMN consists of six mesh poimtarked as a

circle. A constant bit rate real-time connection is essdtdl between end user
a and end used via the mesh pointé&-B-C-D. In addition, an interfering best
effort traffic flow is set up betweemandf via E-F, see Figure 3.6(a).

[~ O—

(c) Neighbor broadcast. (d) Problem location and reaction.

Figure 3.6:Steps of controlling.

Although both traffic flows do not use the same path, interfeeds produced
by mesh point& andF symbolized with the dashed lines betwdeandB andF
andC. This leads to a quality degradation of the real-time trédfifiw as illustrated
with the dash-dotted line in Figure 3.6(b). The quality peob is recognized by
the Traffic Observers in mesh poil@sC, andD. The Traffic Observers then send
an alert to their Traffic Controllers.
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Before broadcasting the problems using OLSR broadcastagessthe Traffic
Controllers try to find out if the quality decrease is causetheir own queues.
This might happen when the queues are overloaded and trauspebh points
check all non real-time applications in the own mesh poirgt filf this is the
case, the bandwidth of the best effort traffic flows is limitgdthe TBF queue.
In our example however, the performance problems are caogdibst effort
traffic on a neighboring path. The next step of the Traffic @uller is now to
send signaling messages to all one-hop neighbors, showigimeF3.6(c). The
reason is that the one-hop neighbors of the disturbed meisitspoight have
caused the quality problems. The one-hop neighbor meslisphien check their
own queues similar to the disturbed mesh points. In the el@mpesh point
E and mesh poinFE identify the quality problems within their own queues and
limit the bandwidth of the best effort flow. Figure 3.6(d) slthe situation after
the reaction of the mechanism. The thinner line between mesit E and F
symbolizes the bandwidth limitation. If the reduced bardttviis not sufficient
to ensure a high QoE for the real-time service, the bandwiddgain decreased
after an inter-adaptation time of one second.

If, however, no threshold is exceeded for a period of time, Thaffic Con-
troller stepwise increases the bandwidth of the non read-flows. The perfor-
mance of this Additive Increase Multiplicative DecreaséMB®) mechanism is
only evaluated in the simulative approach in the next seciidgithin the testbed,
the bandwidth limitation is set to a fixed value.

In the following section, we first describe the testbed setugh then evaluate
the performance of the bandwidth control approach in a stenéth interfering
best effort traffic on the same path and on a neighboring path.

3.3 Performance Measurements

For the performance measurement, a WLAN mesh network ipst T+ Systems
in Darmstadt. An example of the testbed is shown in FigureTh@ mesh points
are embedded AMD Geode SC1100 systems with 266 MHz CPUs aktB64
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|:| Mesh Point

> Mesh Access Point ’

O Mesh Gateway

Figure 3.7:The building layout of the WLAN-based mesh testbed.

RAM. The mesh gateways are normal PCs with a 3 GHz Intel P@ntiypro-
cessor and 1GB of RAM. Although the mesh points are equippill two
Atheros WLAN cards, only one card is used for the wirelesshmzackbone.
The interconnection between the mesh points is set up on &téz5requency
band using the IEEE 802.11a standard. As already mentidDE8R routing
between the mesh points is realized by the OLSRd implenientaf Andreas
Tennesen [131].

The Traffic Observer is implemented as a kernel module. Itisable in-
dependently of OLSRd and can be compiled and used on any lirachine
with the correct kernel version. The Traffic Controller i$ gp as a plugin to the
OLSRd plugin interface. It includes a signaling unit makirge of the OLSRd
broadcast messages and thus allows communication betvigererdt Traffic
Controllers. Located on one single node, Traffic ObservdrTaaffic Controller
are contacting each other via Linux netlink sockets.

3.3.1 In-Band Traffic Disturbance

The first scenario to evaluate the performance of the QoEoaphpris shown in
Figure 3.8. In this scenario, the interfering best effaaffic is transmitted using

96
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the same wireless link between mesh pdinand mesh poinB. The scenario

is called in-band scenario and the disturbance should leettirrecognized by
mesh poinB.

AN

Ethernet
Wireless Mesh

T
\
\
sho 3y
Ié)éékgg;irsmgth '-‘ Mesh access using
—lawih -y IEEE 802.11g with
54 Mbps*@ SGHz % 54Mbps @ 2.4 GHz

MP \w{l
MGW ¢ MAP®

Ethernet

Figure 3.8:In-band interfering traffic.

In total, two traffic flows are set up in the scenario, one tzaé flow between
a andd and one best effort traffic flow betweenandf. The real-time flow is
a voice connection similar to the ITU-T G.711 voice codedweih inter-arrival
time of 20 ms and a packet size of 200 Bytes. The bandwidtheofriterfering
best effort flow is stepwise increased from 1 Mbps to 6 Mbpssdan as quality
problems of the voice traffic flow are detected by the Traffis€@er, the Traffic
Controller limits the bandwidth of the best effort flow to 1 pt
To show the effect of the QOE approach, the tests are corditieiee, once
with activated bandwidth control mechanism and once witlamntrolling the
bandwidth. The results are shown in Figure 3.9. Figure 3@®%picts the results
with deactivated Traffic Controller and Figure 3.9(b) ithades the results when
the Traffic Controller is activated. The x-axis shows the sue@ament time in
seconds and the three y-axes present from bottom to top tiebwidth of the
best effort traffic disturbance at mesh poktthe packet loss of the real-time
traffic, and the resulting MOS at mesh poDt respectively. Thestd;pp has
also been computed but the measurements have shown that dtlweys below
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(a) In-band scenario without Traffic Controller.  (b) In-band scenario with Traffic Controller.

Figure 3.9:Comparison of in-band scenario with and without Traffic Colfer.

5ms, even for the highest interfering bandwidth and thwssth; pp threshold
from average to bad quality is not exceeded.

What can be observed from Figure 3.9 is that the packet lasa kage influ-
ence on the perceived quality of the end user. Looking atrEi§d(a), we can
see that as soon as the bandwidth of the best effort flow isé&sed to 4 Mbps,
the packet loss quality threshold of 1.7 % is exceeded, tirguih a mean opinion
score below 3 which is not acceptable for the end user. Wheghefiuincreasing
the bandwidth to 6 Mbps, the packet loss increases to mone2thaercent which
leads to a MOS value of 1.

Looking now at Figure 3.9(b) with activated Traffic Contes|lwe can observe
that the MOS is kept on a high level above 4 and only shortlypsinohen the
Traffic Controller reacts on the quality problems. As soorttesthreshold of
1.5% pkti,ss is exceeded, marked with a circle, the Traffic Observer ofimes
point A sends an alert to the Traffic Controller who then limits thedwidth
of the best effort flow to 1 Mbps. The vertical lines in the @swshow the time
when the problem is detected and the time of the reactiorecfithffic Controller.
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Although the time difference between detection and reaatiothe mechanism
is not visible, the quality decrease between the detectiortlae reaction seems
to be very large. However, we have to mention that this is astwcase scenario
as the best effort flow is a UDP traffic stream meaning that tedtvidth is
immediately increased to 6 Mbps. If a TCP best effort stresmuosed instead, the
bandwidth would slowly increase, the quality decrease dibeldetected sooner,
and the MOS would not drop to 1.5.

The impact of the bandwidth control mechanism is most otw/iwhen the
bandwidth of the best effort flow is equal or larger than 5 Misagch an interfer-
ing bandwidth leads to 6 percent packet loss of the real-tiammection and to
a MOS value always below 3. With activated mechanism, the M@ediately
increase to 4 again.

3.3.2 Out-Band Traffic Disturbance

After having seen the performance of the bandwidth confpt@ach in the in-
band scenario, we now evaluate if the mechanism also works Wie interfering
best effort traffic is transmitted on a neighboring path. Bhenario is shown
in Figure 3.10. It looks similar to the first scenario excdmttthe best effort
traffic flow is now just using the wireless mesh liekF. The path of the voice
traffic flow remains the same. We call this scenario the ontdlsenario. If the
best effort flow now interferes the real-time flow in such a wiagt the packet
loss drops below the threshold, the reaction should be asrshothe example
scenario in Section 3.2.2.

In contrast to the previous scenario, the limitation of thaffic Controller
is set to 5Mbps instead of 1 Mbps. The reason is that the datjoadresults
from interferences on the air interface and not from oveltmhqueues. These
interferences have a lower influence on the voice traffic fibiws also means
that the bandwidth of the interfering best effort traffic d@nfurther increased.
We start with an interfering bandwidth of 5 Mbps and incretigebandwidth in
steps of 5 Mbps to a maximal interfering bandwidth of 25 Mbps.
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Figure 3.10:0ut-band interfering traffic.

The tests are again performed with and without activatedrobalgorithm.
Figure 3.11 shows the results of both measurements. Sitoitae in-band sce-
nario, thestdrpp has no influence on the quality perceived by the voice user,
and is thus not plotted. The same three subplots are gedenatie-igure 3.11(a)
shows the results without Traffic Controller. Already at ateifering bandwidth
of 10 Mbps, the quality drops below the quality threshold nie@ that a packet
loss of over 1.7 % is observed over a short period of time dfitiberfering band-
width is increased to 20 Mbps or more, the packet loss of tieewvoaffic flow is
always above 1.7 % and finally, a best effort bandwidth of 2p#tesults in a
quality which is unacceptable for the voice user.

If the bandwidth control mechanism is activated, the rssldok different,
shown in Figure 3.11(b). As soon as the 1.5%%;,ss threshold of the Traffic
Observer is exceeded, the Traffic Observers in mesh Bi@t andD send an
alert to the Traffic Controllers. Due to the fact that no béftretraffic flows are
relayed by these mesh points, an OLSR broadcast messaga isahsmitted to
mesh pointA, E, andF. Mesh pointE recognizes that it causes the performance
problems and reduces the bandwidth of the best effort flowMid&s. Immedi-

ately after that, the MOS of the real-time traffic increasgaimto an acceptable
value.
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(a) Out-band scenario without Traffic Controlle¢b) Improvements by the Traffic Controller in the
out-band scenario.

Figure 3.11:Comparison of out-band scenario with and without Traffic Con
troller.

In this scenario, the time between the recognition of thdityyaroblems and
the bandwidth limiting lasts longer, because the qualibbfgms have to be sig-
naled to the neighbor mesh points. In general, the readtioa depends on the
parameterv and the time for signaling the problems. When settingo 100,
quality problems are identified aftes packets have been transmitted. With a
packet inter-arrival time of 20 ms, this means that it takesé@nds. If this reac-
tion time of about 2 seconds is too long for the real-timdfitafv can be halved
or even quartered to ensure a sufficient QoE level.

For an interfering bandwidth of 20 Mbps or more, compare fégi11(b), the
reaction time increases sometimes to up to 7 seconds. Teerréare is not the
setting ofw, but the hardware of the mesh points. We have seen that the CPU
usage and the memory of the mesh points are operating orithiéé. However,
newly available WMN hardware is equipped with a larger CPd watith up to
1 GByte of RAM. Thus, the long reaction delays would disappearthermore,
those high bandwidths are not expected to occur very ofts¥iNiNs.
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Besides the reaction time, it is also interesting to takeo# kat the overhead
produced by signaling the performance problems. This @atdepends on the
WMN scenario and the number of neighbors of a mesh point. immeasure-
ment scenario, a mesh point receives between 400 Bytest aliowd packets,
and 2000 Bytes, 15 to 20 packets, of OLSRd messages per séldmndraffic
Observer itself sends a maximum of one alert per second &r dodavoid alert
flooding and one alert fits into a single OLSRd signaling packkis results in
a complete signaling overhead of less than 16 kbps whichgBgilele even in
highly loaded networks.

In the following section, we optimize the bandwidth con@dorithm so that
the mechanism does not only limit the bandwidth of the imtenf but also in-
creases the bandwidth when no quality problems are obseweida period
of time. Additionally, a combination of the bandwidth casitmechanism, the
DCWA, and extended frame bursting is simulated. The opttion is how-
ever performed by means of simulation, because further unea®nt runs in
the WMN testbed would be too time consuming.

3.4 Simulative Performance Evaluation

For the validation of the measurement results, we impleetktite Traffic Ob-
server and the Traffic Controller in the OPNET Modeler sirtialaenvironment.
The only difference between the simulation approach andrtbasurements is
the calculation of the mean opinion score. In the testbed,sesl the equation
by HofRfeld et al. [151] which is based on measurements of TheT G.711
voice codec. As no hardware influences have to be considerie isimulation
approach, we decided to use the E-Model from the ITU-T G.1®2] recom-
mendation to calculate the MOS.

The E-Model is expressed by the R-Factor which has a rangeebat0 and
100. However, values below 50 are generally unacceptabléyaical voice con-
nections do not get above 94 giving a typical range betweean8®4. The basic
model is

R-Factor = Ro — Is — I3 — I. + A. 3.7)
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The R-Factor is calculated by estimating the signal to noasie of a connec-
tion (Ro) and subtracting the network impairmedts 74, andI.. I represents
signal impairments occurring simultaneously with the eagnal transmission,
including loudness, quantization distortion, and noriroptn sidetone levell;
represents the mouth to ear delay dnds the equipment impairment factor as-
sociated with losses. According to Cole and Rosenbluth][858 the ITU-T
G.133 [154] recommendatiod, can be calculated for an ITU-T G.711 voice
conversation as

I, =30 - log(1 + 15 - pktioss). (3.8)

Afterwards, the advantage factdris added. The advantage factéris used to
represent the convenience to the user of being able to makieaaall, i.e. a cell
phone is convenient to use therefore people are more faggm quality.

The mapping between MOS and R-Factor can be done using tlogviiad
expression

MOS =1+0.035-R+7-107%-R- (R —60) - (100 — R). (3.9)
It has to be mentioned that with this mapping, a maximum MdGBevaf 4.5 can

be achieved. This also shifts the quality thresholds. Arstliation of the mapping
is shown in Figure 3.12 and the R-Factor quality ratings hosve in Table 3.2.

100

) Table 3.2: R-Factor quality ratings.
70 User opinion R-Factor
g o Maximum for G.711 93
T a0 Very satisfied 90-100
30 Satisfied 80-90
20 Some users satisfied 70-80
10 Many users dissatisfied 60-70
00 15 20 25 30 35 40 a5 Most users dissatisfied 50-60
Mos Not recommended 0-50

Figure 3.12:R-Factor vs. MOS score.
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Using these equation, the MOS can be calculated for diffganket losses
and delays. The resulting values for the ITU-T G.711 voicgexoare shown in
Figure 3.13. The exponential relation between packet lagsMOS is similar
to HoRfeld et al. [151]. However, the quality thresholds diféerent. A mean
opinion score of 3.6 is still achieved with a packet loss of @Z8d a delay of up
to 177 ms. Thus, the thresholds for the bandwidth controlaeism are adapted
later in this section, but first we compare the testbed resflthe in- and out-
band scenario with simulation results using the same tbtésh
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Figure 3.13:MOS vs. packet loss rate and delay for ITU-T G.711.

3.4.1 Validation of the Testbed Approach

In order to validate the testbed results, the simulationoisfigured using the
same scenario setup. Only the bandwidth limitation is iasee from 1 Mbps
to 3Mbps because of larger WLAN MAC layer queues. The resfltde in-
band scenario are shown in Figure 3.14(a). In contrast tpringous section, we
placed the results with and without the Traffic Controlleoire figure.

As soon as the interfering bandwidth is increased to 5 MdEsMOS drops
below 3 and the Traffic Controller decreases the allowed watil of the best
effort traffic flow down to 3 Mbps. Comparing this result witretmeasurements,
the Traffic Controller reacts later, not at 4 Mbps but at 5 Mbfse reason for
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(a) Simulated in-band scenario. (b) Simulated out-band scenario.

Figure 3.14:Simulation results of in-band and out-band scenatrio.

this might be larger queues within the OPNET simulation.nafitt controlling
the interfering traffic, the packet loss due to queue blaghkircreases to over
20 % similar to the testbed measurements.

Within the simulation, we are able to measure the one-wagydes well. How-
ever, the delay was always below 45 ms in both scenarios,amithwithout ac-
tivated Traffic Controller, which does not necessitate &tien of the Traffic
Controller. Furthermore, thetd; pp was always below 7 ms so that the Traffic
Controller is just activated due to a higlkt;,ss and not due to a hightd;pp or
delay.

Similar to the in-band traffic scenario, we also simulateddhit-band scenario.
The results are shown in Figure 3.14(b). Comparing them éantbasurement
results, the Traffic Controller similarly regulates theeirfiering traffic after it
increases to 10 Mbps. However, the packet loss responsibled traffic control,
increases more drastically compared to the measuremédrggpdak packet loss
within the simulation is 70 %.

Looking at the MOS figure, we can see that the QoE does not detipvb
the threshold of 3 for an interfering bandwidth of 10 MbpseTtnst significant

105



3 Quality of Experience Control in WLAN Mesh Networks

quality degradation is shown for an interfering bandwidti2@Mbps. With this
interfering bandwidth on a neighboring path, the packes issalmost always
above the quality threshold of 1.7 %.

In this scenario, the variance of the one-way delay is witttauO ms higher
compared to the in-band scenario. In the in-band scenaeaeial-time traffic is
disturbed due to extensive queuing, whereby it is distudrethe air interface in
the out-band scenario. Packet transmissions have to beettfiue to a busy air
interface and a lot of collisions cause packet retransonssiHowever, the delay
is still low enough and also th&d;pp threshold is not exceeded at any time.

3.4.2 Throughput Optimization

The simulation results of the in- and out-band scenario arg similar to the
measurements in the testbed. The only downside of the agpisadhat in case
of a quality problem, the bandwidth of the best effort flowimited to a fixed
amount. This leads to a waste of resources and thus we ddoid@glement an
adaptive controlling mechanism using an Additive Increleatiplicative De-
crease (AIMD) approach. As soon as one of the thresholdseseled, the band-
width of the interferer is halved. This decrease is done atragery second.
Whenever no threshold is exceeded for one second, the bditdlivhitation is
stepwise increased by 100 kbps every second until the maxiedlowed band-
width is reached. These values where obtained from exepsikameter studies.

The results using the adaptive mechanism for the in-bandttEaut-band
scenario are shown in Figure 3.15. Both bandwidth figuresvghe saw tooth
behavior similar to TCP. The average bandwidth of the ietanf traffic is in-
creased up to 100 % compared to the static scenario with osyadl influence
on the MOS of the real-time traffic. However, the MOS staysagisvabove 3.8.
These results illustrate that a good QOE level can be adhiiout wasting
too much resources.
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Figure 3.15:In-band and out-band scenario with throughput optimizatio

3.4.3 Performance Optimization of the Traffic Controller

Up to now, we have evaluated the bandwidth control algoribhniy in two WMN
scenarios. With the simulative approach we are howevertaldinulate a larger
scenario and can also take a look at the performance of theot@hgorithm
when used in an IEEE 802.11e network. Therefore, we first taasapt the
QOE thresholds. The quality thresholds of the E-Model amvshin Table 3.3.
Due to the fact that we are able to determine the MOS with niyt one value
but in combination of the packet loss and the one-way delayset the thresh-
olds pkt;.ss to 3%, one-way delay 250 ms, antl;pp to 30 ms. Thus, we al-
ready react when the quality drops from good to average rditapto one quality
threshold.

Table 3.3: QoE thresholds.

Quality MOS  pktiges One-way stdipp
level delay
Good 4,0-45 <3% <250ms <30ms
Average 3.6-4.0 <7% <320ms <50ms
Bad 1.0-36 >7% >320ms >50ms
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The first scenario which we want to evaluate is shown in Figui®. The
scenario consists of one gateway node and nine mesh poiith ate placed in
a triangle pattern. A real-time station and a non real-titaéicn are connected

Figure 3.16:Simulation scenario.

to each of the lowermost mesh points, the MAPs, using an B¢heonnection.
The stations communicate with nodes behind the mesh gatewgsr. The mesh
points use the IEEE 802.11a standard at 5 GHz and have a caoation and in-
terference range as indicated in Figure 3.16 by dotted,limb&h means that the
mesh point in the middle can communicate with the six sulimghmesh points.
All mesh points operate on one single channel and use RTSf@Tgackets
larger than 256 Bytes.

The non real-time nodes are configured with FTP traffic in lalatlvnlink and
uplink direction and the traffic amount per node is increasech 0.5 Mbps to
3.0 Mbps. The real-time traffic is again produced using thHg-TTG.711 voice
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codec. The AIMD bandwidth control mechanism is configurethvai decrease
factor of 2, an inter-decrease time of one second, an ineredame of 100 kbps,
and an inter-increase time of one second.

Traffic Control in a Scenario Without Service Differentiati on

For the first evaluation of the flexible bandwidth control im&gism, the mesh
network from Figure 3.16 is set up without any service ddferation. This
means that the real-time traffic is not prioritized on the WLIAC layer. In Fig-
ure 3.17 the influence of the flexible bandwidth control medtra (“flex mode")
on the MOS and the mean throughput of the non real-time triafibown. The
values are averaged over 10 simulation runs which eacln¢g$60 seconds. The
first 60 seconds are considered as the transient phase andtaneluded in the
results.

0.5 Mbps 1.0 Mbps 1.5 Mbps [[]2.0 Mbps [_]2.5 Mbps [__]3.0 Mbps
45 1.2

4.0

[y
=)

QoE _
threshold L
35

o
@

3.0

25

o
IS

2.0

MOS
total average throughput (Mbps)
o
o

o
N

15

1.0

o
=)

None Flex

None Flex ne Flex
Downlink Uplink

Figure 3.17:Comparison of no reaction and flex mode.
When no bandwidth control mechanism is used, a sufficient M@l8e is
only achieved with 0.5Mbps FTP traffic per non real-timeistatAs soon as

the traffic is increased to 1 Mbps or more, the MOS drops beldwo8 even
below 2.5 which is not acceptable for any user. With activdtandwidth control
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mechanism, the MOS is always above 3.7, no matter how muctivbdth is
requested by the non real-time users. This shows that tlsemeed mechanism
can guarantee a high QoE for the end user even without setiffeeentiation
on the WLAN MAC layer. Furthermore, it can be observed thattttal average
throughput increases with increasing requested bandwidthe non real-time
users. The reason is that the wireless links are not contypletiézed. A further
increase beyond 3.0 Mbps would result in more collisionshereir interface and
thus in lower average throughput.

The downside of the flexible bandwidth mechanism is the tatarage
throughput of the non real-time stations shown on the ridgiigure 3.17. The
throughput is about 60 % lower compared to not using any batidveontrol
mechanism.

The main reason for the bandwidth limitation in the scenaribe packet loss
measured at the Traffic Observers. Without any control nishg a packet loss
of up to 20 % can be observed for real-time traffic. The one-delgy increases
up to 250 ms and is reduced to about 60 ms with the control nmésrina Similar
to the one-way delay, thed; pp is reduced from 50 ms to 20 ms with the control
mechanism.

Summarizing the results of the scenario without MAC layevise differen-
tiation, it was observed that the Traffic Controller suctdisprotects real-time
traffic flows by controlling the bandwidth of non real-timevii®. In the next sub-
section, we evaluate the need for a control mechanism in a Miin&sh network
with service differentiation. Service differentiation ames that we use the EDCA
channel access mechanism with different priorities irbtefathe standard DCF
channel access, cf. Section 2.1.3. We evaluate if the gedierentiation on the
MAC layer alone can already guarantee a high QoE for rea-flows.

Traffic Control in a Scenario with Service Differentiation

The WLAN MAC layer service differentiation should ensure extain quality
for real-time traffic flows by assigning different channetess parameters to
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real-time and non real-time traffic flows. Figure 3.18 shdwesdomparison of no
bandwidth control mechanism and the proposed flexible nrésimain a scenario
with service differentiation.

Compared to the previous results, the MOS does not decremge t 2.5
when no control mechanism is used. However, a MOS value o&l3d means
that many real-time users are dissatisfied with the quaityilar to the previ-
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Figure 3.18:Comparison of no reaction and flex mode using EDCA.

ous scenario, the quality decrease is mainly caused by pldee The flexible
bandwidth control mechanism again ensures a high MOS v&lomparing the
average throughput of the non real-time user with the ptevacenario reveals
that the average throughput is lower which is caused by sedifferentiation on
the WLAN MAC layer. However, the throughput distributionttween uplink and
downlink flows is fairer no matter whether the control medkamis used or not.

Traffic Control in Combination with DCWA and Frame Bursting

Although the average throughput of the non real-time traffis increased com-
pared to a fixed bandwidth limitation, it is still low. In ond#® further improve
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the bandwidth, we extended the WLAN MAC layer with the DCWAlam ex-
tended frame bursting from the previous chapter. We stdhttlve same scenario
in order to compare the results. The TXOP Limit is set to 128@or the non
real-time flows. The results are shown in Figure 3.19.

Taking first a look on the MOS curves for different interferimandwidths and
comparing them to the results of Figure 3.18, we can seelibaguality of the
real-time stations is even higher. For an interfering badtdwof 3.0 Mbps, the
MOS of the real-time users was 3.7 without using frame bugstind the DCWA
algorithm. When using them, the quality increases to 3.&bvéver, not only the
MOS increases, but also the throughput of the non real-tiatéss. The right
figure, illustrating the total average throughput for th#fedent FTP downlink
and uplink bandwidths, shows that the throughput is inegdsetween 52 %
and 75 % compared to a setting without frame bursting and DCWaIs, the
scarce wireless resources can be efficiently utilized usmgdaptive bandwidth
limitation on the network layer in combination with the DCVd#d an extended
frame bursting on the WLAN MAC layer.
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Figure 3.19:0Optimization with DCWA and extended frame bursting of 1280
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3.5 Lessons Learned

Future wireless networks are expected to be organized inea-tier mesh ar-
chitecture, with a wireless backbone to forward the traféoneen the access
networks and the Internet. In this chapter, we proposed atororg and control-
ling mechanism to guarantee a certain QOE level in a wiretessh network.

The approach is based on two main entities, a Traffic Obsamnvera Traffic
Controller. The Traffic Observer continuously measuresrgigvork situation.
Whenever a problem is detected in the wireless mesh netariexample a
high rate best effort flow blocking a real-time applicatitine Traffic Controller
forces this low priority flow to reduce the bandwidth.

Two different scenarios have been investigated in a WMNogzktone with
interfering best effort traffic on the same path and one s@emath interfering
traffic within the coverage area of the mesh points. The teslow that with-
out the Traffic Controller, the subjective quality, expegbdy the mean opinion
score, decreases drastically when only a small interfdsangdwidth is set up.
However, when the Traffic Controller is activated, the MO3®yairops for one
to three seconds below four. Comparing the two scenaricgnibe said that the
real-time application is more influenced by a best effort flmwthe same path
than on a crossing path. This is due to queuing effects on th€ Myer.

In the next part, we implemented the approach in the OPNETe\dndsim-
ulation environment and compared the results of the sanmasgos with the
measurement results. The results differed only slighthyly@he amount of non
real-time traffic until the Traffic Controller reacts, ineses. However, the lim-
itation to a fixed bandwidth leads to a waste of resourcesrefbes, we have
extended the controlling mechanism using an AIMD approdchsoon as one
of the thresholds is exceeded, the bandwidth of the nontirealraffic flows is
halved. Whenever no quality problems are measured by thHécT€antroller for
a period of time, the bandwidth limitation is stepwise ireged. The results show
that the bandwidth can be increased up to 100 % compared sidtie scenario
with only a small influence on the MOS of the real-time traffic.
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Afterwards, we investigated a larger WMN scenario with ninesh points,
one mesh gateway, four real-time, and four non real-timesu3ée performance
of the adaptive bandwidth controlling algorithm was showraiscenario with
and without service differentiation. The results in thensg® without WLAN
service differentiation illustrate that the mechanismcsssfully protects real-
time traffic flows from non real-time flows. Although it was exqped that the
WLAN service differentiation alone would guarantee a highECfor real-time
services, the results reveal that the MOS increases butlisattacceptable for
most users. However, also in the scenario with WLAN servifferéntiation, the
presented approach was able to provide QoE guarantees MifiSavalue above
3.6. Even though the bandwidth of the non real-time traffiiniéted, the flows
are not prone to starvation.

In order to further increase the bandwidth of the non reaktiraffic, the
DCWA algorithm as well as an extended frame bursting fronpttezious chap-
ter was implemented. Using these mechanisms, an incredke tiftal through-
put between 52% and 75 % is achieved without interfering &ad-time traffic
flows. The quality of the real-time traffic even increases parad to the scenario
without DCWA and frame bursting.

Lessons learned from this chapter are that it is not possibfipport real-
time traffic in a wireless mesh network without any contrajlimechanism for
non real-time traffic. Even when using the IEEE 802.11e stehavith service
differentiation, no QOE guarantees can be given to the eacsu$he proposed
bandwidth control mechanism successfully keeps the MO&gadn a high level
above 3.6. In combination with the DCWA algorithm and an esed frame
bursting from the last chapter, the total average througbfxon real-time traffic
can be successfully increased without interfering reaktiraffic.
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Wireless Mesh Networks

"A common mistake people make when trying to design somgthin
completely foolproof is to underestimate the ingenuity @hplete
fools."

Douglas Adams (1952-2001): The Hitchhiker's Guide to the
Galaxy (1979).

In the previous chapter, we have optimized the QoE of read-traffic in wireless
mesh networks by dynamically limiting the bandwidth of iféeing best effort
flows. In this chapter, we focus on the planning and optinoradf WMNSs. As
the performance of the bandwidth control algorithm alsoetejs on the initial
setup of the WMN, we try to optimize the channel allocatiomvadi as the rout-
ing.

Compared to traditional wireless networks, WMN planning aptimization
is more challenging since several wireless hops are needednnect a node
to the Internet. As already mentioned in the previous chiapteerference as-
pects have to be taken into account and also the estimatianiif capacity is
a challenge. A suitable tool for the planning and optim@atof such WMNs
are Genetic Algorithms (GAs) due to their ability to solvergaex problems in
relatively small computation time. GAs belong to the grodiglobal optimiza-
tion algorithms. In contrast to exact optimization teclugs for this problem,
genetic algorithms scale well so that we are able to optireiasn large WMNS.
Thereby, we want to increase the throughput of the compld#\While shar-
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ing the resources fairly among the nodes. This is achievegbplying a max-min
fair share algorithm presented in [155] and by tuning theetjerparameters. A
solution is max-min fair if no rate can be increased withoetréasing another
rate to a smaller value [156]. A max-min fair share algorittgTused instead
of proportional fairness because the main goal is not taxapé the maximum
overall throughput on the cost of fairness but to ensureraidaburce distribution
between the users.

The rest of this chapter is structured as follows. We first gim introduction to
wireless network planning, comparing traditional celfuiatwork planning with
wireless mesh network planning. This is followed by a shedgreiew of global
optimization techniques which are applied in the relatedkvezction for opti-
mizing WMNSs. Afterwards, we describe our genetic algorighfor routing and
channel assignment in detail and evaluate the performahdéferent genetic
operators. Finally, we optimize the WMN planning by usingedl optimization
approach.

4.1 Network Planning and Optimization Issues

Network planning and optimization can be done using sevediniques. On
the one hand, signal quality measurements can be perforrieti v8 very time-
consuming and necessitates the access to all areas in vheictetwork should
be supported. On the other hand, a demand node concept caadérhis mech-
anism is often applied to cellular network planning. Furthere, network plan-
ning can be done using an optimization mechanism. Meanwdiheige number
of optimization techniques have been proposed and we dktalase genetic
optimization due to its simplicity and the ability to planesvlarge networks.

4.1.1 Wireless Network Planning

The planning of wireless mesh networks can be applied to i@tyanf wire-
less networks, like WIMAX, WLAN, and sensor networks. Altlgh the net-
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work technology changes, the planning challenges remaiitesi In contrast to
traditional cellular network planning, the planning andimjization of WMNs
is much more complex. A widely used concept for cellular reekwplanning is
the demand node concept introduced by Tutschku [157] auastidted in Fig-
ure 4.1(a).

The algorithm first looks for the demands of cellular sersicEherefore, dif-
ferent demographic areas are taken into account. For egeamypkre phone calls
occur in urban areas than in rural areas. According to thesedraphic regions,
a different number of demand nodes are set up like shown inr€ig.1(a). In
addition to the demand nodes, candidate sites for baserstare inserted into
the optimization algorithm. As each base station is ablejppert a fixed amount
of users in cellular systems of the second generation, datelsites are selected
for base station placement in such a way that all demand neafede served
with a certain probability.

candidate site
0 9
: @ o &%
Q 7 @ 1 ."
< i S

3> &
0 3
8
demand node
(a) Cellular network planning. (b) Wireless mesh network planning.

Figure 4.1:Comparison of traditional cellular network planning andreléss
mesh network planning.
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In contrast, the planning of WMNSs is much more complex. Ndyahe cov-
ered area or number of end users has to be considered, buihalsapacity and
the interference of the relaying links. The capacity of & ilmes not only depend
on the distance between two mesh points, but also on thdentace which in
turn depends on the used channels. Looking again at Figlite)4we can see
that the channel assignment has to be performed in such ahatgeighboring
base stations do not use the same channel. In WMNSs, such a® $hd-ig-
ure 4.1(b), each mesh point can be equipped with multipkrfistes which can
be assigned one channel each.

In addition to the more complex channel assignment in WMNsgared to
traditional cellular networks, also the routing has to besidered. In the previous
chapter, we have used the minimum hop count metric from th8ROprotocol.
This routing metric might however lead to a solution with ¢hea poor perfor-
mance in a fixed wireless mesh network where each mesh paquipped with
multiple interfaces. As we consider such a network in thiegatér, we use a fixed
routing and optimize it in such a way that the minimal flow tngbput is maxi-
mized.

4.1.2 Global Optimization Techniques

Due to the complexity of routing and channel assignment inNgl\global opti-

mization techniques are applied. By the time of this monplgraver 90 different
optimization techniques have been proposed, ranging frtmeaony optimiza-

tion to tabu search. We only describe four of them which asglder the plan-

ning and optimization of wireless mesh networks, namely tegarch, branch
and bound, simulated annealing, and genetic algorithms.

Tabu Search

Tabu search is an extension of the local search techniqelfigng optimization
problems. The algorithm was introduced by Glover in 1988]1% enhances
the local search method by using a memory structure. To awgites of the
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possible solutions found by the algorithm, the solutiores marked as “tabu”.
All solutions on the tabu list can not be used for the nexatien step.

The tabu search algorithm starts by using either a randouatigolor by cre-
ating a solution with a heuristic. From this initial soluti®, the algorithm itera-
tively moves to a solution x’ in the neighborhood of x. Frorpaissible solutions
in the neighborhood of x, the best one is selected as the nlewvosoif it is not
on the tabu list. Afterwards, the tabu list is extended ardatigorithm proceeds
until a stopping criterion is reached.

Branch and Bound

The branch and bound method generally finds the optimalieakitvith the dis-
advantage of being slow. In general, it is a search and casgpeof different
possibilities based upon partition, sampling, and subseioupper bounding pro-
cedures. The first step, the branch, is used to split a probitertwo or more
subproblems. The iteration of the branch step creates atstrae. To avoid the
calculation of all subtrees, the algorithm uses the bouepl. $t searches for the
first valid solution whose value is the upper bound. All fellog calculations
are canceled if their costs exceed the upper bound. If a r@mper solution is
found, the upper bound will be set to the value of this newtsmhu Thus, the
branch step increases the search space while the boundrstiitl The algo-
rithm proceeds until either all subtrees have been evaluata threshold is met.

Simulated Annealing

The goal of simulated annealing is to find a good solutionerathan to find
the optimal solution like branch and bound. The name of tgerédhm comes
from metallurgy. Metal is heated up and then cooled down stwly. The slow
cooling allows to form larger crystals, which corresponaginding something
nearer to a global minimum-energy configuration.

When applying simulated annealing for the channel allocaiti a WMN, the
algorithm starts assigning channels randomly. If a smalhge in the channel
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assignment improves the throughput, i.e. lowers the costergy, the new solu-
tion is accepted and if it does not improve the solution itimige accepted based
on a random function. If the change only slightly worsensgbltion, it has a
better chance to get accepted in contrast to a solution wieelily decreases
the performance. Worse solutions are accepted with a pilapajiven by the
Boltzmann factor

¢ TET > R(0,1), 4.1)

whereE is the energyk s is the Boltzmann constarl] is the temperature, and
R(0,1) is a random number in the interval [0,1]. This part is the jptaiprocess
of annealing. For a given temperature, all solutions aréuat@d and then, the
temperature is decremented and the entire process repg#ied stable state
is achieved or the temperature reaches zero. This meansdhse solutions are
accepted with a higher probability when the temperaturéis.t\s the algorithm
progresses and the temperature decreases, the acceptsr@nagets more and
more stringent.

Genetic Algorithms

Genetic algorithms are similar to simulated annealing aedatso not applied
to find the optimal solution but rather good ones. In conttaghe branch and
bound method, they are much faster and therefore appliéatiee planning and
optimization of large wireless mesh networks.

GAs are based on the idea of natural evolution and are usedv®aptimiza-
tion problems by simulating the biological cross of genesaAdomly created
population of individuals represents the set of candidabeti®ns for a specific
problem. The genetic algorithm applies a so-called fitnesstfon to each indi-
vidual to evaluate its quality and to decide whether to ké@pthe new popula-
tion. However, the selection without any other operatiotlead to local optima.
Therefore, two operators, crossover and mutation, aretosgéate new individ-
uals. These new individuals are called progenies. Fig@rslows the influence
of crossover and mutation on the fitness landscape of twis.tras mutation is
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just a swapping of one or two bits, it leads to only small clenip the fitness
landscape. The crossover operator instead can lead to etmmm@w solutions as
indicated in the figure with the creation of the progeny. Thhe crossover op-
erator can protect the genetic algorithm from running ioizal optima, while a

mutation is just a small step around a previous solutionhBgerators together
are used to find a near-optimal solution.

progeny created

by crossover mutated

individuals

bad individuals

goodindividuals
{Parents)

Figure 4.2:Influences of crossover and mutation in the fitness landscape

Simulated annealing, genetic algorithms, and tabu seaechell suited for
the planning of wireless mesh networks. Applying the braati bound algo-
rithm would be too time consuming, especially when considelarge WMNSs.
In the next section, we take a closer look at the work related/MN planning
and optimization where one of the described optimizatiothods is applied.
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4.1.3 Related Work

Wireless mesh networks have attracted the interest ofuaresearchers and In-
ternet providers. Hence, a number of papers have been pedlan the problem
of planning WMNs and estimating their performance. We divide related work
into three parts. The first part shows general WMN planningr@gches. In the
second part, the work related to channel assignment andhgoist presented.
Finally, we present papers working with genetic algorithiorsplanning radio
networks.

Wireless Mesh Network Planning Using Optimization Techniq ues

Sen and Raman [159] introduce a variety of design considesaand a solution
approach which breaks down the WMN planning problem inta finactable

parts. These sub-problems are inter-dependent and amddmyvheuristics in a
definite, significant order. The evaluations of the presgatgorithms show that
they are able to generate long-distance WLAN deploymentgdd 31 nodes in
practical settings.

Other related works [160—-162] deal with creating a wirelessh network
model, planning its parameters, and evaluating the solsita linear program-
ming. He et al. [160] propose mechanisms for optimizing tleegment of in-
tegration points between the wireless and wired networle déveloped algo-
rithms provide best coverage by making informed placemeaisibns based on
neighborhood layouts, user demands, and wireless linlactexistics. Amaldi et
al. [161] propose other planning and optimization modelseldaon linear pro-
gramming. The aim is to minimize the network installatiorstsoby providing
full coverage for wireless mesh clients. Thereby, traffigtimg, interference, rate
adaptation, and channel assignment are taken into accAnather cost min-
imizing, topology planning approach is presented by So aiatd [162]. An
optimization framework is proposed which combines a hé&arigith Bender’s
decomposition to calculate the minimum deployment and teaamce cost of a
given heterogeneous wireless mesh network. Furthermoamalytical model is
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presented to investigate whether a particular relay stgiacement and channel
assignment can satisfy the user demands and interferenstaiots.

Routing and Channel Assignment for Wireless Mesh Networks

One of the first contributions on channel assignment is pteseby Raniwala et
al. [163,164]. The channels are assigned according to fhecéad load evaluated
for shortest path and randomized multi-path routing. ItHeven that by using
only two network interface cards per mesh point, the thrpuglincreases up to
eight times. In contrast to Raniwala et al. [163,164], Cheal.§165] do not only
consider the expected load for the channel assignment)dmitansider the link
capacities. Based on the link metrics, called expected-doa expected-capacity,
the channel assignment is optimized using simulated aimgeal

Further papers based on the paper presented by Raniwaldl&3]lare pub-
lished by Ramachandran et al. [166] and Subramanian etG¥d].[Both papers
take the interference between links into account. The fapep solves the chan-
nel assignment using a straightforward approach while #doered one uses a
tabu search algorithm. Another paper on channel assignamehtouting is pre-
sented by Alicherry et al. [168]. A linear programming basmating algorithm is
shown which satisfies all necessary constraints for the giannel assignment,
routing, and interference free link scheduling problemingghe algorithm, the
throughput is fairly optimized. The fairness constraintamethat for each node
the demands are routed in proportion to the aggregate thadfit

Raniwala and Chiueh [164] and Chen et al. [165] only consid®r over-
lapping, orthogonal channels. Mohsenian Rad and Wong [I&Y,instead also
consider partially overlapping channels and propose aesiian-aware channel
assignment algorithm. It is shown that the proposed algorincreases the ag-
gregate throughput by 9.8 % to 11.4 % and reduces the roymtirtré by 28.7 %
to 35.5 % compared to the approach of Raniwala and Chiuelj.[164
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Genetic Algorithms for Radio Network Planning

Genetic algorithms have been used for radio network planfonyears [171—
174]. Calégari et al. [171] apply a genetic algorithm for U8 base station
placement in order to obtain a maximum coverage. It is cldittat the per-
formance of the GA strongly depends on the fitness functiortAer paper on
UMTS optimization with genetic algorithms was published@lyosh et al. [172]
in 2005. Genetic algorithms are used to minimize the cogisg@maximize the
link availability of a UMTS network with optical wirelessrks to the radio net-
work controllers.

Besides Gosh et al. [172], Badia et al. [173] use geneticrithgos for a joint
routing and link scheduling for WMNs. The packet delivertiads optimized de-
pending on the frame length. It is shown that genetic algor# solve the studied
problems reasonably well, and also scale, whereas exastipation techniques
are unable to find solutions for larger topologies. The pemémce of the GA is
shown for a single-rate, single-channel, single-radio WMN

Vanhatupa et al. [174, 175] apply a genetic algorithm for WikIN chan-
nel assignment. Capacity, AP fairness, and coverage metricused with equal
significance to optimize the network. The routing is fixedngseither shortest
path routing or expected transmission times. An enormopadty increase is
achieved with the channel assignment optimization. Coatpy manual tuning,
the algorithm is able to create a network plan with 133 % ciaype@8 % cover-
age, and 93 % costs, while the algorithm needs 15 minutesiéooptimization
whereas the manual network planning takes hours.

In contrast to the related work, we focus not only on a simgldie or single-
rate WMN, but evaluate the performance of a multi-channelfimadio, multi-
rate WMN using both channel and route assignment. Our geakgorithm op-
timizes the throughput while still maintaining a max-mirir flaroughput allo-
cation between the nodes. In the next section, the complekia fair resource
allocation in WMN s is described before introducing genafigorithms and its
modifications for the planning and optimization of WMNSs.
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4.2 WMN Planning Using Genetic Algorithms

The objective of this chapter is to support the WMN plannimgcess by opti-
mizing the performance of a WMN. With the help of genetic aidons, near-
optimal solutions can be achieved in relatively small cotapan time. In this
section, we show the parameters which we have to considetoaghluate in
order to achieve a near-optimal WMN solution, meaning thatthroughput in
the WMN is fairly shared among the mesh points.

4.2.1 Problem Formulation

We assume that each mesh point is connected to only one gevéthea fixed
routing and we can thus define the mesh network as a direcégh gV, £),
whereV is a set of mesh points;, ..., ny and€ = L is a set of links connecting
the mesh points. A subsétiV C V contains the gateways which are connected
to the Internet. Each mesh poin € V \ GW has a fixed route and gateway to
the Internet. The route is denoted7ds and consists of a set of link®,; C L.
Thus, the mesh points connected to one gateway can be cets@Eea tree and
the complete WMN as a forest.

As we do not have a fully meshed network, a lifikj) between mesh point
1 and mesh poinj only exists, if a communication between these mesh points
is possible within the mesh network. Lét; ; be the data rate of the link, j).
The goal is now to optimize the paths from each mesh peint V \ GW to
the gateway so that the throughput in the WMN is fairly shametng the mesh
points.

4.2.2 Fairness and Capacity in Wireless Mesh Networks

To achieve a fair resource distribution among the mesh poiné use a max-
min fair share approach introduced by Bertsekas and Gal[a§é]. A solution

is max-min fair if no rate can be increased without decrepsimother rate to a
smaller value. Max-min fairness is achieved by using anrétlyo of progressive
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filling. First, all data rates are set to zero. Then, the datesrof all flows are
equally increased until one flow is constrained by the capasit. This is the
bottleneck flow and all other flows have to be faster than thés Afterwards, the
data rates of the remaining flows are increased equally thatihext bottleneck
is found. This procedure is repeated until all flows are aszica data rate.

Before assigning the data rates to the flows, the capacityeafi¢twork has to
be estimated. Therefore, we first have to estimate the lipkates. The capacity
of a single link is determined by the pathloss and the Signidbise Ratio (SNR).
For the pathloss calculation, we use a modified COST 231 Hatd] [pathloss
model for carrier frequencies between 2 GHz and 6 GHz. Theshisgroposed
by the IEEE 802.16 working group as the WiMAX urban macrooatidel, but
is also valid for WLAN mesh networks and is defined as

PL =352+35- lOglo (d(nz, TL])) + 26 - lOglo <£) . (42)

Here, f denotes the operating frequency ahdenotes the euclidean distance
between mesh points; andn;. The pathloss model is used to calculate the SNR
which is required to determine the maximum achievable tijinput. The SNR is
calculated as

Ynin; = To — PL(ni,ny, f) = (No + 10 - logio(W)), (4.3)

where T, is the transmit powerN, is the thermal noise spectral density
(-174 dBm/Hz), andV is the system bandwidth. Now, the Modulation and Cod-
ing Scheme (MCSpucs is selected with an SNR requiremeyit ., that is smaller

or equal to the link's SNRy,,,»;. The MCS is chosen in such a way that the
frame error rate lies below 1 %. If the SNR requirement forttest robust MCS
cannot be met, the two mesh pointsandn; are not within communication and
interfering range.
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Having computed the maximum data rate of each link accordinghe
pathloss, we now have to calculate the capacity of each diking interference
from neighboring mesh points into account. Therefore, we the concept of
Collision Domains (CDs) introduced by Jun and Sichitiu [[Lhe collision do-
mainD; ; of alink (¢, j) corresponds to the set of all links, ¢) which can not
be used in parallel to linki, 7) because the interference from a transmission on
link (s,t) alone is strong enough to disturb a parallel transmissidimén(z, j).
Figure 4.3(a) shows the collision domain of lif#:, ns). The one-hop collision
domain illustrated in light-gray denotes the area for a Wl-B&sed mesh net-
work without using RTS/CTS. The dark gray area shows thelep-area where
no station can transmit a packet when using RTS/CTS.

CD(np,ns)=13

(a) One- and two-hop collision domain of (b) Link load calculation depending on the
link (ng, ns). carried number of flows.

Figure 4.3:Collision domain and its link loads.

The nominal load of such a collision domain is the number afigmissions
taking place in the collision domain. A transmissibn, ; ; corresponds to the
hop from mesh point; to mesh poink:; taken by the flow towards mesh poiit
i.e.(4,5) € Ri. The number of transmissions ; on link (¢, j) corresponds to
the number of end-to-end flows crossing it:

>\i,j = {k,‘|(l,j) (S Rk} . (44)
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Figure 4.3(b) shows the load per link for the same examplearétas before.
Each mesh point on the way to the gateway produces traffittiregin a traffic
load of 5 on the link(n1, g1) and a load of 2 on the linknz, g1). Correspond-
ingly, the number of transmissions in collision doma@; is

Mmi,j = Z As,t- (4.5)

(s,t)ED; j

Thus, the collision domain of linkn2, ns) consists of 13 transmissions in total.
In order to fairly supply all mesh points, we share the tinsoreces among
all transmissions taking place within the collision donsadf the corresponding
links. Thereby, we take the ratés; ; and the number of flows, ; into account.
The throughput; ; of link 4, 5 is then defined as
tiﬁj = ; (46)

As.t
drs. ¢

(s,t)ED;,;
If we assume that linknz, ns) supports 54 Mbps based on the pathloss and the
SNR, the throughput would be 4.15 Mbps due to a collision dorsize of 13.
However, before setting this throughput to nadewe have to follow the princi-
ple of max-min fairness.

An algorithm to determine the max-min fair throughput aditon based on
the definition of collision domains is given by Aoun and Bdag178]. The
algorithm iteratively determines the bottleneck collistmmain and allocates the
data rates of all flows traversing this domain. If in our exéamp Figure 4.3 the
link (n1, g1) would be the bottleneck, all mesh points traversing the viokild
be assigned to this throughput, in our casena, ne, n7, ns. As link (nz,ns)
and link (g1, n2) also belong to the collision domain of lir{ke1, g1) but do not
transmit over the bottleneck link, the time resources ozlipy the bottleneck
link are subtracted from the two links.
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In the next step of the iteration process, only the remainailision domains
are considered. This way, we calculate the throughput ol éagv which is
needed to evaluate the fithess of the WMN. The iteration stde all flows are
assigned. If in our example the next bottleneck collisiomdm is link (g1, n2),
the remaining maximum supported rates are assigned toghiva links. Algo-
rithm 2 clarifies the procedure of assigning the rates.

Algorithm 2 Max-min fair resource distribution based on collision damsa

1: 0O=F all flows are unassigned

2: L={(i,7)|ni,; > 0} all active links

3 pi;=1,4,j) €L all links have full capacity

4:

5: Iteration

6:  forall links (¢,5) € £

7: mi; = D>,  Ast nominal load
(s,t)ED; 5

8: ti; = %M throughput share per flow
(s,)ED; ; drs,t

9:  end for

10:  (u,v) = argming jyer tij bottleneck collision domain

1. B={k € O|RxNDu,» # 0} bottleneck flows

122 by =71ty foralk e B set bottleneck rates

13 O=0\B adapt unassigned flows

14 Pij = Pig— Dpen |ReNDijl tuw adapt free capacity of all CDs

5. L =L\Duw adapt active links

16: Stop criterion:0 = ()

4.2.3 Optimization Using Genetic Algorithms

After describing the principle of collision domains and rmain fair throughput
allocation, we now explain the workflow of a genetic algaritin detail. Fig-

ure 4.4 shows the complete procedure of a genetic algoritmth& planning
and optimization of WMNs. Firstly, a random population igated with a pre-
defined number of individuals. The fitness of each individaavaluated using
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the fitness function and the individuals are ordered acngrtti the fitness value.
The best individuals, the elite set, is kept for the new patioh. Afterwards,
the crossover and mutation operator are used to createrttaniag number of
individuals for the new population. The procedure is repeaintil a sufficient
solution is achieved. In the following, we explain the stepour WMN opti-
mization approach in more detail.

Random population

B OO
HEO

Individuals ordered by fitness

Initialize

Evaluation via

Jfitness function* D D D D D D Crossover

[S——
Best individuals

New population

Individuals of Progenies of

D D D next generation Dtion best individuals
(T [T B [ [0 ED [0 I B

Figure 4.4:Workflow of a genetic algorithm.

Network Encoding

Before going through the steps of the genetic algorithm,MHdN has to be

encoded. The encoding must be simple without any redundanasder not to

prolong the runtime of the genetic algorithm. As we assuraeghch mesh point
is connected to only one gateway, the network encoding haeptesent a span-
ning tree with the gateway as root, cf. Figure 4.5(a). Thisunsethat the graph
does not contain any cycles and each mesh point has only atetawards the
gateway. Such a tree structure can easily be encoded in aliiste the next hop
of each mesh point, which the traffic has to take in order tahrehe gateway,
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4.2 WMN Planning Using Genetic Algorithms

is stored. This list representation of the example netwooknfFigure 4.5(a) is
shown in Figure 4.5(b). Considering for example mesh pointhe next hop is
noden; and the next hop of mesh point is the gateway. Thus, the complete
routing of a WMN is handled with a simple list representation

node N N N3 Ny Ns Ng N; ng
next hOp g1 01 N N N N3 Ng Ny
channel|ch, ch, chy ch, chy ch, chy chy

(a) Example network. (b) List representation.

Figure 4.5:Example network and its list representation.

Besides the routing, we also want to optimize the channetation. Although
each mesh point can be equipped with several network ictedards, the chan-
nel of the link towards the gateway is fixed as shown in Figuséaj. Thus, the
channel allocation can be done in a similar way as the roufihgrefore, the list
is extended with one more row, showing the channel of the Inepttowards the
gateway, cf. Figure 4.5(b). This simple list representstthe structure of one
gateway and each gateway in the wireless mesh network igleddn a similar
way. The list representation is later used to perform thetieoperations and to
evaluate the fithess of the WMN.

Evaluation via Fitness Function

The evaluation part of the optimization is the heart of theagie algorithm.

Based on the fitness value, the GA decides which individuadsilsl be kept
in the new population. Hence, it rates the performance ofyhrees and allows
only the best to be replicated.
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The fitness of the WMN is estimated using the allocated thnputs of each
flow. The fitness functiorf (\') of the evaluation represents the user satisfaction
and the fairness of the resource allocation. Some fitnesgifuns might lead to
a complete unfair resource distribution in the WMN. Therefave evaluate the
performance of several different fitness functions in ®&c4i.2.3. Several combi-
nations of the functionswin(R ), median(Rar), mean(Ryr), andvar (Rar)
are used, which are applied on all links of a network solufiénThe function
min (Ra) calculates for example the minimum throughput of all linkedi in
routing schem&R »-. We define the following eight different fithess functions:

AWN) = min(Ra) = minimum throughputR )
fo(N) = median(Rx) = median throughpdR vr)
fs(N) = mean(Rx’) = mean throughpR )
faN) = min(Rn) + 7media;1(RN)
fs(N) = mean(Ry) — var(Ry)
foN) = min(Rw) + median(Ry) = mean(Ry)
I£|
|T|-1 i i
ROV = (7] =0 T)
1=0
T
V) = dTl= 7).
1=0

The last two functions weight the link throughputs with atfaadepending
on the corresponding throughput value. Therewith, we aimctdeve a kind of
max-min fairness not only with the throughput allocatiord@&y the evaluating
algorithm but also with the fitness value from a reasonahhesi function. For
this purpose, an ascendingly sorted Hsbf the throughputs of all routing links
in the solution\ is used. Each throughput value frofis weighted with a
factor depending on its place in the list, giving more weightower positions.

132



4.2 WMN Planning Using Genetic Algorithms

This results in a fitness value with which mainly smaller lihikoughputs are
optimized at the expense of higher ones. The paramettfunction fs(N) is a
constant which we set to 1.5 ards set to 8 for the experiments in Section 4.2.3.

Selection Principle

After the evaluation of a population, we select a set of smhstwhich have the
highest fithess of all and keep them in the new generatiors $&i is called
the elite set. In Section 4.3.3 we vary the size of the elitérserder to see the
influence on the solution. As the number of individuals of pydation is fixed for
all generation steps, the remaining number of individuedscaeated by crossing
and mutating the genes.

The selection of the individuals for applying the genetiemgbors is thereby
based on the fitness and furthermore depends on the numbeeadad new indi-
viduals. Letw be the number of needed new individuals afd) be the selection
probability for individualz. Then, the number of progenies generated based on
individual = are

9(x) = [lw - s(z)]|. (4.7)

The selection probability:(z) depends on the relation between the fithess of
solutionz and the sum of all fitness values from the complete populatioich
means that new individuals are more likely to be created fratividuals with a
better fitness. This results in

s(z) = /() . (4.8)

n

> fG)

j=1

Crossover Types

The crossover operator as well as the mutation operatoiosrepplied to the se-
lected number of individuals. For the cross of genes, wehssstandard 2-Point
Crossover [179] and two other variants which we especia#ipted for the plan-
ning of WMNSs, the Cell and the Subtree Crossover.
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2-Point Crossover

The 2-Point Crossover is a widely used extension of the htR@iossover.
While the 1-Point Crossover changes the list representatid two individuals
until a certain point or from a certain point on, the 2-Poinb&Sover exchanges
subsets which are randomly chosen sublists of the indilédepresentation, the
genotype. Thus, a start and an end point, denoting the rante sublist, are
chosen each time the 2-Point Crossover is applied.

An example of the crossover is shown in Figure 4.6. The sishtiftwo in-
dividuals should be crossed, namely the routing and chaadloglation of mesh
pointsng to ns. The resulting progenies of the individuals show one chiares:
tic of this reproduction approach. It created solutionsclildontain mesh points
with no connection to any gateway. This happens due to thegulated and ab-
solutely arbitrary selection of the gene subset which isnh&abe exchanged.

node n m N3 N N5 N Ny Ng node R MmN Ny N5 Ng Ny Ng
nexthop iz [ g1 Ns Q2] G Ne G nexthog nz (@1 01 G M| Ny Ng ng
channel | ch, | ch, ch, ch, chy|chy ch, chy channel| ch, | ch, chy ch, chy|ch, chy chy

individual 1 individual 2

@/@
node n M N3 N Ns N Ny Ng node n M N N Ns N Ny Ng
nexthop i [G1 01 G2 M| G Ne G nexthop n; [ g1 Ns Q2| N7 Nng Ng
channel | ch, | ch, chy ch, chy|chy chy chy channel | ch; | ch, chy ch, chy|ch, chy chy

progeny of individual 1 progeny of individual 2

Figure 4.6:2-Point Crossover between two individuals.
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Looking at the progeny of individual 2, mesh points n2, ne, n7, ng have no
connection to any gateway and thus, the crossover resdts imreasonable so-
lution. On the other hand, the 2-Point Crossover has createdsonable progeny
of individual 1.

Since the 2-Point Crossover may lead to unconnected so#itiee have to be
careful when evaluating the fitness of the resulting sohgid hus, we adapt the
fithness function to

FN) = fN) —diss(V). (4.9)

which includes now theliss()) term denoting the number of nodes with no
connection to any gateway. Hence, the throughput contdmegd\’) presents
the positive costs of the network whiléss()) stands for the penalty costs.

Cell Crossover

In contrast to the 2-Point Crossover, the Cell Crossoves dmg exchange
sublists but complete cells. The crossover operator rahdohooses a gateway
and exchanges the entire cell meaning that the routingrivdtion as well as the
channel allocation is exchanged.

Figure 4.7 shows an example for the crossover of two solsitiBlack nodes
denote the network gateways and the light gray areas madhtieen cell which
is exchanged. In the resulting progenies, the mesh poiat$htive changed their
connection are marked dark gray. We can see that not onlgtinkections from
mesh points are crossed, but some mesh points are now alseated to other
gateways. Mesh pointsio, n12,n17,n1g are connected to gateway in the
progeny of individual 2 while they were attached to gatewapefore. The rea-
son is that the number of mesh points belonging to one cd#rdifetween the
individuals. Therefore, we also have to attach unconnectetts after the Cell
Crossover which can be seen in the progeny of individual Jaddition to the
exchange of routes, the assighed channels are exchangel iwimot shown in
the figure for the sake of readability.
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progeny of individual 1 progeny of individual 2

Figure 4.7:Cell Crossover between two individuals.

Subtree Crossover

The last crossover type is the Subtree Crossover. In cortmathe Cell
Crossover, not a complete gateway tree is exchanged butosiptree. There-
fore, the Subtree Crossover chooses mesh points randochlyrasses the entire
subtree with the mesh point as root. Similar to the Cell Gress the channel
allocation is exchanged together with the routing infoiiorat

The Subtree Crossover of two subtrees is shown in FigureTh&.chosen
mesh points arers andn,3. The crossover of subtree; only causes a small
change in the tree structure in contrast to the subtreearesefrn; ;. Here, some
nodes of the subtree are connected to different gatewayreitwo individuals.
After the crossover, mesh poinis, andni2 belong to gateways in the progeny
of individual 2. This reduces the number of long branchesatéwayg: but there
is still potential for further optimization.
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progeny of individual 1 progeny of individual 2

Figure 4.8:Subtree Crossover between two individuals.

4.2.4 Mutation

While the different crossover variants help to avoid rugninto local optima,
the mutation operator increases the performance of WMNSs slightly modi-

fications of the routing structure and channel allocatiar.tRe optimization of
WMNSs, the number of mutations are chosen based on the soesiagi and the
mutation of the routing and channel allocation are applietependently from
each other.

For the routing scheme, the mutation operator substitate® sandomly cho-
sen positions of the routing code with new information takem a set of po-
tential neighbors which would not cause the creation ofeyend would not
harm the tree structure of the solution. An example for théatn of the rout-
ing scheme from three nodes is shown in Figure 4.9. Herejrike fowards the
gateway of the three gray nodes are mutated. For the chaltoedtéon, the mu-
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individual mutated individual

Figure 4.9:Routing mutation of three mesh points.

tation operator randomly chooses a channel from a list ofiptesschannels and
substitutes randomly chosen links from the WMN.

According to the workflow diagram shown in Figure 4.4, the atioh operator
is applied after the crossover on the progenies of the cvess®he mutated
individuals together with the elite set form then the newulafion and close the
circle of the genetic algorithm.

4.3 Performance Evaluation

After introducing genetic algorithms in detail and showmg modifications and
extensions for wireless mesh networks, we now want to etatha performance
of the genetic algorithm. The influence of every part of theage algorithm’s
workflow is thereby evaluated separately. First, we takeok &i the influence of
the fitness function on the resulting solution. Afterwatts,size of the elite setis
investigated followed by the population evolution for thege different crossover
types. Finally, we show the influence of the two genetic dpesacrossover and
mutation on the resulting network solution.

4.3.1 Simulation Settings

For the creation of the results presented in this sectionyseethe two scenar-
ios introduced in Table 4.1. Although we evaluated a largatrer of different
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scenarios, we highlight only the two most different onesh@&he first one con-
sists of 2 gateways and 71 mesh points distributed over @cdizkm x 1.2 km.
Thereby, the minimal distance between mesh points is 60 nbatwken the two
gateways it is 700 m. For the sake of readability, we call $esnario G2ZMP71.
The second scenario contains a smaller number of mesh pwidts larger num-
ber of gateways. We choose this clearly different topologgrider to show the
influence of the crossover operators depending on the nuofb®esh points.
The 38 mesh points and 6 gateways of the second scenariolazatedl in an
area of 1.5 km x 1 km. The minimal distance between users is &Adrbetween
gateways 450 m. We call this scenario G6MP38.

Table 4.1:Simulation Scenarios.

Parameter Scenario S1  Scenario S2
Topology G2MP71 G6MP38
Population size 150

Elite set size 50

Number of generations 400

Crossover type Subtree Crossover

Cell Crossover
2-Point Crossover

Number of crossed subtrees rand(0,7) rand(0,5)
Number of mutations rand(0,20) rand(0,10)
Fitness function fa(

The differences in the settings of the two configurationsedelpon the used
topology of the corresponding scenario. Due to the largarbar of mesh points
contained in G2MP71, we configure Scenario S1 with more rnausiand more
exchanged subtrees than Scenario S2. Thereby, we keeplatierrdetween
crossover and mutation at a fixed level suitable for the iiyason of the genetic
operators.

Besides the parameters of the genetic algorithm, the geparameter set-
tings are shown in Table 4.2. These parameters only affeathiaracteristics of
the network connections. The parameters carrier frequeheannel bandwidth,

139



4 Planning and Optimization of Wireless Mesh Networks

and available channels decide to some extent the perfoerafrtbe mesh point
connections in a network solution but they do not have an anpa the effec-
tiveness of the genetic algorithm. Therefore, we do notidengheir impact on
the resulting solutions.

Table 4.2:General Parameter Settings.

Parameter Value

Carrier frequency 3500 MHz

Channel bandwidth 20 MHz

Maximum throughput 67.2 Mbps

Available channels 3500 MHz, 3510 MHz
Antenna power 25dBm

Pathloss model WiMAX urban macrocell model

4.3.2 Influence of Fitness Function

As the fitness function is the heart of the genetic algorittve first take a look
on the influence of different fitness functions on the resgltolution. Therefore,
eight different fithess functions, described in Section3}.dre applied.

Figure 4.10 shows the throughputs of the mesh points of theibdividual
after 400 generations of Scenario S1. For the sake of rdégatiie curves of
the eight different fitness functions are shown in two sepasabfigures. The
x-axis shows the normalized flow IDs, meaning the 71 meshtpaarted by
throughput, and the y-axis lists the throughput in Mbps efftows.

A curve completely parallel to the x-axis would mean a perfaitness be-
tween all flows and a curve whose minimum throughput is akfgya/) would
mean that the solution is max-min fair. This allows to see tha unfairest re-
source distributions are achieved with the fitness funstjaii\') and f3(N).

Optimizing only the median withf> ('), we do not pay attention to the rest
of the throughput allocation. This is why the left part of th€.\/) curve stays
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very low. The distribution off2 (/') also shows that some mesh points have a
very high throughput compared to others. This happens ectilly because the
fithess function does not control their behavior as it fosygst on the throughput

of the median.

Fitness functionfs (\), optimizing only the mean throughput, also results in
a very unfair solution. Here, the number of hops towards titewgay are mini-
mized in order to get some nodes with very high throughputivhbost the mean
value. In this scenario, four mesh points have a throughfpater 24 Mbps while
the throughput of all other flows is about 0.05 Mbps.

All other fitness functions result in a max-min fair resoudistribution with
a maximized minimal throughput. In the resulting solutiarsf: (N), fe(N),
and fs(N'), some flows have a very high throughput but not at the costthef o
flows.

The fairest solution is achieved with fitness functifr{/\') where all flows
have a similar throughput of about 0.7 Mbps. The fitness fanaweights the
throughputs of the mesh points. Thereby, smaller throughpave a stronger
influence on the fitness than higher throughputs. This isegeli by multiplying
the throughputs with the inverse of the ascendingly sorted IfD.

w
o
w
o

S S
x  fao(N x N
R 251 & f; W) . 251 & f?(Nﬁ)
.§‘2.0 o faNV) .§‘2.0 o fs(NV)
= f2(N) =
315 l 315
g o [_’-—/J Zl g Lo /h W) +
£ - — =]
05 f3(N) 05
0.0 4 0.0
) 0.25 0.5 0.75 1 "0 0.25 0.5 0.75 1
normalized flow ID normalized flow ID
(@) f1(N) to fa(N). (b) f5(N) to fa(N).

Figure 4.10:Throughput allocation of the best individual.
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4.3.3 Elite Set Size

In this section, we examine the impact of the elite set sizehenprogress of
the evolution using Scenario S1 and applying the Subtreegower only. Fig-
ure 4.11(a) illustrates the minimal throughput of thrededént elite set sizes
averaged over 15 different initial populations. This tirtiee x-axis shows the
generation number while the y-axis lists the minimal thitgugs.

From the figure it can be observed that the best performarashisved with
a small elite set size. On the one hand, a large elite setdasla number of
bad individuals which are kept in the next generation andesese the minimal
throughput. On the other hand, with an elite set size of 12,26 new progenies
are generated. With this small number of new unexplored geihe progress
of the genetic algorithm slows down which can be seen on theside of the
figure. Similar solutions compared to an elite set size of 1ghinbe achieved
after several more generations. This means that the langeelite set size is,
the slower is the progress of the genetic algorithm. To pthigestatement, we
performed the optimization of the same scenario for morferdiht elite set sizes.
The results are shown in Figure 4.11(b).

elite 5

elite 10

% 0.65 ]
5 &
S 060 S 060
3055 3055
< < .
20.50 20.50 elite 10
o o
£ 0.45 lite 70 elite 125 <045 elite 50 elite 125
elite ® i elite 70
£ 0.40 Eo040 elite 30
€035 €035
0.30 0.30
0 100 200 300 400 0 100 200 300 400
generation generation

(a) Three elite set sizes averaged over 15 seeds.  (b) Performance of six elite set sizes.

Figure 4.11:Comparison of different elite set sizes.
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The figure reveals almost the same behavior as the previeusSomaller elite
sets cause faster evolution and lead to better solutionset#r, a too small elite
set size is also bad as the figure shows for an elite set sizeWitls a too small
elite set, there might be a discrepancy between the fithebe @ite set and the
fithess of new progenies. Thus, the elite set size should techin dependence
of the population size.

4.3.4 Population Evolution

Examining the evolution of the population is an importantsideration needed
to demonstrate the effectiveness of the genetic algori®imserving the evolution
of the population with every generation step helps to dewitlen to terminate
the algorithm. When the fitness is not increasing after artiaddl number of
generations, the genetic algorithm can be stopped becéhse & near-optimal
solution is found or the genetic algorithm is stuck in a losptimum. As the
crossover operator helps to get out of a local optimum, we takook at the
population evolution for all three introduced crossoverety.

The results shown in Figure 4.12 are generated with Sceisdrirom Ta-
ble 4.1. The x-axis shows the individuals sorted by fitnesktha y-axis displays
the minimal throughput of each individual. The different\es illustrate the gen-
eration progress during the genetic optimization. The ekt size is chosen to be
one third of the complete population size.

In order to compare all three crossovers, we did not plot timeds but the
minimal throughput on the y-axis. As the penalty costs actughed in the fit-
ness function of the 2-Point Crossover, cf. Section 4.a8fitness values would
be much lower for the 2-Point Crossover. Hence, we considisrtbe minimal
throughputs which only represent the positive costs. Bdso the reason for the
strongly varying curves on the left side of Figure 4.12(d)eThdividuals have a
large minimal throughput but there are a lot of unconnectadkes which result
in a lot of penalty costs and thus in lower fitness.
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(c) 2-Point Crossover.

Figure 4.12:Generations progress using Subtree, Cell, and 2-Point@ves

In all subfigures, we can observe that the higher the geparatimber is, the
smaller is the fitness growth. This slowdown is caused by ithéagity of indi-
viduals. After several generations, the individuals argeggimilar, which means
that the crossover does not generate new, unexplored gemesnly possibil-
ity to find better solutions is to apply the mutation operaioly. Therefore, we
introduce the concept of local optimization in Section 4.4.

Evaluating the population evolution in other scenariosdiemsvn that it highly
depends on the topology structure but a good solution isyalviaund after
400 generations. We tested the performance of Scenarios8katier 1000 and
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1500 generations, but the performance increase was rdglighmpared to the
throughput after 400 generations.

A comparison of the three crossover types shows that theekigminimal
throughput after 400 generations is achieved with the $ab@rossover, fol-
lowed by the results of the Cell Crossover. The network smutvith the worst
performance is achieved when applying the 2-Point Crossbvehe next sec-
tion, we want to see if this is an exception or if the SubtreesSover always
leads to the best solutions.

4.3.5 Effectiveness of Crossover

In order to show the effectiveness of the crossover type,amepare the perfor-
mance of the three crossover operators depending on theemwhimesh points
and gateways in the network. Furthermore, we want to findf¢here is an inter-
action between the efficiency of the crossover types depgrati the topology.

The results for both scenarios from Table 4.1 are presemtdtigure 4.13.
Figure 4.13(a) shows the evolution of the best individualrdu400 generations
with different crossover types and for not using the cross@perator at all for
Scenario S1. Itillustrates the average results of 20 seéde applying a 95%
confidence interval.
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Figure 4.13Effectiveness of the crossover operator.
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This scenario includes a high number of mesh points whichlstebuted in
the coverage areas of only two gateways. This results in tleefstructures with
long ways over multiple hops towards the correspondingvgateSuch network
structures seem to be crucial for the effectiveness of thesover types. We can
observe that the Subtree Crossover leads to a better sothtén the other two
crossover types. The better performance of the subtre@agpiis the result of
the exchange of small connectivity components which catesasonable gene
variations without disturbing the tree structure. The ottvéo crossover types
show a lower performance whereby the unregulated 2-Pooggorer even out-
performs the intelligent Cell Crossover approach. Thisiltesfrom the small
number of gateways which causes the cross of only one cetigveprogeny and
quickly leads to similar individuals.

The results from Scenario S2 are shown in Figure 4.13(b)ohirast to the
previous scenario, the higher number of available gatewends to a better ef-
ficiency of the Cell Crossover. Moreover, the small numbenades belonging
to one gateway allows a larger variety of individuals. Tkislile to the fact that
small changes in the routing structure cause higher changies network perfor-
mance than in Scenario S1. However, the Cell and Subtres@reswhich ex-
change only connectivity components have a better perfocenthan the 2-Point
Crossover.

The comparison of the crossover types shows that the cressperator
should be selected based on the considered topology tovacthie best solu-
tions. In the next section, we take a look at the influence @htlutation operator
on the evolution of the population.

4.3.6 Effectiveness of Mutation

The mutation operator causes small changes in the fitnedsdape and normally
does not help to get out of local optima. However, in the lastisn we have seen
that applying only the mutation operator almost increaseperformance of the
wireless mesh network to the same level as compared to arscerteere both,
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crossover and mutation are applied. To investigate theenfie of the mutation
operator, Scenario S1 is considered. Both mutation operstithe routing and
the channel mutations, are applied on the progenies of tesed individuals.
The number of routing and channel mutations on each indiidte chosen ran-
domly in the interval [0,20]. Figure 4.14 shows the minintfaloughputs during
the progress of the genetic algorithm for all three crosstyees.

Surprisingly, the performance of the genetic algorithmhaitt mutation is
generally low and the genetic algorithm runs into a locairopm after a few
generations. In contrast, when activating the mutatiomaipe the fitness of the
solution grows even after 400 generations and there ispsti#ntial for further
evolution. This shows how crucial the mutation operatowisthe evolution of
the genetic algorithm. Without using the mutation opetasomilar individuals
are created by the three different crossovers. The begirpefice is here seen
for the Subtree Crossover as the Subtree Crossover hasdbstlpossibilities to
create new genes. The mutation operator instead ensuresestit®n of new un-
explored genes with slight changes in the routing schemehandnel allocation
which fosters the evolution.
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Figure 4.14:Mutation ON/OFF in combination with three crossover typested
on Scenario S1.
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4.4 Optimization of the WMN Planning Approach

In the last section, we have seen the influence of the genpéiators on the
performance of the resulting wireless mesh network. In gkigtion, we take a
look at the influence of the genetic operators in dependehtieedGA progress
and introduce a local optimization technique to quickly i the performance
of the wireless mesh network.

4.4.1 Influence of the Crossover on the GA Progress

As crossover operations are very time consuming, we wargedf $he crossover
types lead to better network solutions during all generatid@ herefore, we com-
pare the fitness of the best parent with the fitness of thetnegyrogeny for
early generations as well as for late generations. The geogtimization runs
for 500 generations and the results in Figure 4.15 show thesfit of the Cell
Crossover and Subtree Crossover of 2000 samples.

Looking at Figure 4.15(a), we can see that about 10 % to 20 % ofessover
operations lead to better progenies. Although this amoemins to be very low,
we have to take a look at the exact improvements. One early@etsover
increases the fitness from 0.9 to 1.2. This might be a stepfawbdocal optima
in the fitness landscape. However, performing a Cell Cramsiovthe late stages
of the genetic algorithm always leads to worse progenies.réason is simple as
a Cell Crossover of two near-optimal solutions are likelgteate unreasonable
progenies.

When applying the Subtree Crossover, the results are a litldifferent as
shown in Figure 4.15(c) and Figure 4.15(d). Although theceetage of better
progenies is similar to the Cell Crossover, the improvesang lower. The rea-
son is that the Subtree Crossover performs only small vanisiby exchanging
subtrees, whereas the Cell Crossover changes two completettowever, these
small changes also have a bad influence when performing théme and of the
generation process and only one or two progenies are blesertleir parents.
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(d) Late generation Subtree Crossover.

Figure 4.15:Influence of the crossover operator on the fitness of the tiegul

progenies.

Thus, the amount of crossovers can be reduced with inciggamimber of
generations. Before doing this, we take a look at the inflaesfcthe mutation
operator in dependence of the number of generations.
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4.4.2 Influence of the Mutation Operator Depending on
the GA Progress

The mutation operator conducts only small modificationshefindividuals and
it is thus expected that the fithess only slightly changesr #ifie mutation is per-
formed. Furthermore, we want to evaluate if, in contrasth® ¢rossover, the
mutation also leads to better results when applied on latergéon steps. The
results for the two mutation operators, routing and chaahetation, are shown
in Figure 4.16. The plots are generated based on 2000 samagkss at the be-
ginning and at the end of a 500 generation run.

(a) Early generation routing mutation.
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Figure 4.16:Influence of the mutation operator on the GA progress.
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4.4 Optimization of the WMN Planning Approach

As expected, the change in the fitness value is only small tifeemutation
is applied. However, the number of improved individualsigér for both muta-
tion operators compared to the crossover operations. Tdreneth mutation even
yields better results in 50 % of all mutations. Although tleefprmance of both
mutation operators decreases with an increasing numbemafrgtions, still bet-
ter individuals are achieved in 5% to 10 % of all mutations,FR§ure 4.16(b)
and Figure 4.16(d).

Thus, the mutation operator should be applied during thepbeta generation
process. However, when reducing the number of crossovaatipes with an
increasing number of generations, the number of performethtions are also
decreased. In order to keep the number of mutations, thenfisly mechanism is
applied. Firstly, the elite set size is increased with eaategation which means
that increasingly more individuals are kept for the follagyipopulation. This re-
duces the number of crossover and mutation operations.n8iran order to
apply the mutation operator during the complete generationess, both muta-
tion operations are performed with each individual of theeedet. If the fitness
after the mutation is higher than before the mutation, tive inelividual is taken
for the next population instead of the old one. If the fithessvorse, the new
individual is discarded.

In Figure 4.17 we compare the fithess values of the ten bestdodls in a
scenario with an enlargement of the elite set size with airey generation num-
ber and without an enlargement. The values are averaged 0w mulation runs
with 500 generations. Except for the worst of all 10 indiathy the enlargement
of the elite set has a positive influence on the fithess. Orageeithe fitness is
increased by 8 %.

Summarizing, a reduction of the number of crossover operatachieved by
a stepwise enlargement of the elite set size has a positieet @n the fitness
value. In addition, the runtime of the genetic algorithm esluced due to the
smaller number of complex calculations of the crossoveraijmns.
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Figure 4.17:Influence of the enlargement of the elite set.

4.4.3 Local Optimization and Population Size

As we have seen in the previous figures, applying the crossperator on late
generations almost always results in worse individualsvél@r, the mutation
operator might improve the individuals because it onlyrgligchanges the indi-
viduals. To take advantage of this, we introduce the conadptal optimization.
After the normal genetic algorithm finishes, we take the figstbndividuals of
the last generation, copy them three times, and perfornraenmitations with
them. Similar to the previous improvement, the resultirdjvidual is only kept
if its fitness value is higher compared to the fitness valuereethe mutation,
else it is discarded. This can be repeated more than a thibtisaes because the
computation time for mutating 15 individuals is negligible

In order to investigate the effect of the local optimizatiore take a look at
the influence of the population size. The larger the poputatize, the more
new individuals are created per generation resulting irrgelanumber of good
individuals. This means that a large population size hagtiential to get to
the optimal solution but requires more computation timeoriter to find a good
population size, we need to look at the fitness of the bestiohatl for a variety
of population sizes and compatre it to the runtime.
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4.4 Optimization of the WMN Planning Approach

To see the influence of the population size as well as the pt#hization, a
genetic algorithm run with 500 generations is performedhait additional local
optimization of 2500 generations. We investigate the imfb@eon two different
scenarios, with different average numbers of mesh pointgatway, and in-
crease the population size from 25 to 200. The results arershoFigure 4.18.

The fitness values are averaged values of the best indiviugl ten runs
of the genetic algorithm. The runtime shows the minimalltofatime. In Fig-
ure 4.18(a) the local optimization only slightly increaskes fitness of the best
individual. However, in a scenario with a larger number ompoints, the local
optimization increases the fithess between 5% and 7 % depeodi the pop-
ulation size, cf. Figure 4.18(b). The reason is that sucheaato offers more
possiblities to assign the routes and channels which aleated in the local
optimization process.

Taking a look at the population size, we want to point out thatperformance
increase is only visible up to a population size of 100. Whemndasing the pop-
ulation size to 200, a run takes twice as long as a run with alptipn size of
100, while the fitness increases only by 1.5 % at most. Thuspalgtion size of
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(a) Scenario with an average of 18.6 MPs per (b) Scenario with an average of 23.6 MPs per
mesh gateway. mesh gateway.

Figure 4.18:Relationship between population size, fitness, and runtime
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100 is a good compromise between the runtime of the geneficitim and the
fitness of the resulting individuals.

Summarizing, we want to point out that a local optimizatidthe best indi-
viduals is a good means to get to better solutions withomifsogntly prolonging
the runtime of the genetic algorithm. A similar result midpet achieved after an
additional 500 or 1000 generations but this would take muctertime. Also the
performance increase by enhancing the population sizegifitde and almost
doubles the runtime.

4.5 Lessons Learned

The complex multi-hop structure of wireless mesh networiduces the need
to investigate a large number of network configurations deotto optimize the
throughput and to fairly distribute it between the userghla chapter, we inves-
tigated the usability of genetic algorithms for the plamnand optimization of
wireless mesh networks. The goal of the optimization was di near-optimal
routing and channel assignment to achieve a max-min fautirput allocation
for the users attached to the wireless mesh points.

The performance of the genetic algorithm depends on théeapiiiness func-
tion. The fitness function is used to evaluate the resultitgvark solution. We
investigated eight different fitness functions optimizifagy example the mini-
mum, mean, and maximum throughput. The results show théittiess function
should be chosen with care because some functions lead wfain share of re-
sources. Using a fithess value built on weighted throughpfuasi network flows
results in the best solutions. In addition to choosing a ddadss function, we
illustrated that it is also important to choose the elitesse¢ according to the
population size. A small population with a large elite seesbften results in a
local optimum. The elite set size also has an impact on theineatj number of
generations to get to a good solution. We showed that withlism st size of
one third of the population size, a near-optimal solutiomdbieved after 400
generations.
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4.5 Lessons Learned

Besides the fitness function and the size of the elite segéhetic operators
crossover and mutation have to be carefully applied. Wetadahpe operators to
the requirements of wireless mesh networks and introdueedchew crossover
variants called Cell and the Subtree Crossover. The evatuat the influence of
these operators revealed that the WMN-specific Cell andr8eli@rossover lead
to better solutions compared to the well-known 2-Point €ower. However, they
have to be applied according to the network topology. Thetr®abCrossover
shows the best performance in scenarios with a large nunflmeegh points per
gateway whereas the Cell Crossover leads to the best swuticscenarios with
a small number of mesh points per gateway.

During the progress of the genetic algorithm, the contidiubf the crossover
operator to find the optimal solution decreases. After sévgeneration steps,
almost no better solutions are achieved by applying thesor@s operator. Here,
only mutation leads to a better fithess of the solution. Weslsown that a rea-
sonable network optimization is only possible by using riata The influence
of the mutation operator in combination with all crossowgrets was tested and
it was proven that in all cases it strongly fosters the evotutEven in late gen-
eration steps, the fitness of the resulting solution impilove

In order to benefit from the crossover operator to get outcdlloptima at the
beginning of the evolution process and to still get to bedtdutions at the end of
the genetic optimization, we introduced the concept of #a skt increase and a
local optimization. With every generation of the genetgaaithm, the elite set is
increased which decreases the number of crossover andionubgerations. In
order to still mutate the individuals, the mutation operasoapplied to the elite
set and if a better solution is found, it is taken to the nextegation. The local
optimization is done after the normal generations procedimishes. Thereby,
several mutations are performed of the five best individaald the resulting
individuals are only kept in the new generation of the logatiraization if the
fithess value is higher compared to the fitness value beferentitation. Using
these concepts, the performance of the WMN can be signifycaxetreased with
a minimal computational overhead.
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Lessons learned from this chapter are that genetic algesithre well-suited
for the optimization and planning of wireless mesh netwoWkile other opti-
mization techniques like linear programming fail to optzeilarge WMNSs, ge-
netic algorithms solve the complex structure of WMNSs intigidy small compu-
tation time. However, the parameters of the genetic algartiave to be carefully
chosen and adapted to the applied topology.
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5 Conclusions

"Begin at the beginning and go on till you come to the end; then
stop.”

Lewis Carrol (1832-1898): Alice’s Adventures in Wondedan
(1864).

Future broadband wireless networks should be able to suppbonly best
effort traffic but also real-time traffic with strict QoS carants. In addition,
their available resources are scare and limit the numbesefsu To facilitate
QoS guarantees and increase the maximum number of contusens, wireless
networks require careful planning and optimization.

In this monograph, we studied three aspects of performaptieniaation
in wireless networks: resource optimization in WLAN infragture networks,
quality of experience control in wireless mesh networksl jplanning and opti-
mization of wireless mesh networks.

The contention-based access of WLAN infrastructure neksvaequires a
proper configuration of the channel access parameters EB£802.11 standard
as well as several scientific publications propose a statifiguration of these pa-
rameters. In order to support real-time traffic, the IEEE.802ntroduces service
differentiation, where each service class has its own sehafinel access param-
eters. However, we showed that resource efficiency sevdesdgeased through
the service differentiation extension due to the use of kamal static contention
windows. As a result, time-varying loads cause heavily vaygontention levels,
leading to an inefficient channel usage. In the worst caafficiperformance is
degraded and QoS requirements cannot be met.
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To cope with this problem, we propose a dynamic adaptatidheofontention
parameters. During runtime, the algorithm adjusts therpaters based on the
network load. In contrast to assumptions in the literature revealed that this
load cannot be accurately estimated at the Access Pointe Tha disparity be-
tween the load observed at each station and the load meaduhedAccess Point.
Highly loaded and low loaded stations experience diffecefiision probabilities
and channel access delays. This unfairness has been shavmathematical
model and validated by means of simulation. We can handlerif@rness using
a feedback mechanism, where all stations transmit theiieation status which
enables a very accurate assessment of the channel contievih

To keep the prioritization between different services, ¢thannel access pa-
rameters are equally adjusted based on the contentiondétled worst station.
Thus, the algorithm does not only ensure QoS for real-tinnéices but also in-
creases their capacity. However, low priority best effaaffic suffers from star-
vation under some conditions. Therefore, we proposed @gisolbased on frame
bursting for best effort traffic to increase its throughptnile controlling the re-
duction of the loss of prioritization for real-time traffdd/e showed that real-time
traffic is still prioritized over best effort traffic whoserthughput is significantly
increased. The throughput profits from reduced protocottmeadd and reduced
contention. Best effort frame bursting can effectively meubalance the nega-
tive impact of contention window prioritization on bestafftraffic. Simulations
of voice and best effort stations in a WLAN cell showed thatréased frame
bursts lead to more residual capacity for best effort traffic

Both mechanisms, the dynamic contention window adaptatiot frame
bursting of best effort traffic can also be applied for wisslanesh networks.
However, these two mechanisms are not sufficient to provid& Quaran-
tees. Quality problems in wireless mesh networks can ocaoertd (1) self-
interference, (2) interference on neighboring paths, &) dyffer overloads. In
order to encounter all three problems, we introduced a djmbandwidth con-
trol scheme on the network layer, which is in contrast to guoraach for WLAN
infrastructure networks not located in the Access Pointdizsitibuted on all net-
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work nodes. The scheme is based on a monitoring and congralhit. As both

are located on each node of the mesh network, signaling andtgeaction time
in case of quality problems can be reduced. Quality problaresolved by lim-
iting the bandwidth of best effort traffic. We measured thégrenance of the ap-
proach in a wireless mesh testbed and later optimized it @nsief simulation.
In combination with the two mechanisms for WLAN infrastruet networks, the
limited wireless resources of a WLAN-based mesh network marfficiently

utilized while the QoS requirements of real-time users ¢#irbe kept.

Finally, the complex structure of wireless mesh networksdugt only require
dynamic resource optimization during runtime, but alsorafcéa priori network
planning and optimization. If an operator plans a wirelegsimnetwork, sev-
eral parameters like routing, number of available chanmeisber of interfaces
per node, number of gateways, and node locations are criial to this large
parameter space, standard optimization techniques likadiprogramming fail
for large wireless mesh networks. We revealed that biologpired optimiza-
tion techniques, namely genetic algorithms, are welladlé for the planning of
wireless mesh networks. We adapted the parameters of tieéigalgorithm and
introduced new genetic operators which we designed edjyeftiathe optimiza-
tion of wireless mesh networks. Although genetic algorghgenerally do not
always find the optimal solution, we showed that with a goocipeeter set for
the genetic algorithm, the overall throughput of the wisslenesh network can
be significantly improved while still sharing the resourtady among the users.

In the course of this monograph, we showed that an efficisguree manage-
ment of wireless networks is essential to provide QoS gueesnfor real-time
users. Neglecting the performance of best effort usersehery would lead to
dissatisfied users. A dynamic control of the access parasetd increase the
utilization of the wireless resources successfully, ie. overall throughput of
best effort users can be enhanced without harm for realdsees. However, the
performance of these control mechanisms strongly depemdsue@ful network
planning. The planning problem can be solved by applyingetieralgorithms
which are able to optimize the complex structure of wireleesh networks in
relatively small computation time.
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